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Abstract  

In this paper we present a method for performing temperature- and injection dependent lifetime spectroscopy 

(TIDLS) with high spatial resolution based on steady state photoluminescence (PL) images taken at a range of 

excitation intensities and temperatures. The PL lifetime images are calibrated based on temperature dependent 

photoconductance measurements, thus requiring a minimum of assumptions regarding the temperature 

dependency of the luminescence signal and detection system. PL image acquisition at varying conditions and 

subsequent data analysis is automated, allowing for investigations of different samples without the need for 

excessive operator time. We demonstrate the method by presenting lifetime data and TIDLS analysis from 

commercial HPMC-Si samples, highlighting the local differences in the recombination properties for high 

lifetime in-grain areas and lower lifetime areas dominated by dislocation clusters. These regions have been 

investigated for two etched and passivated neighboring wafers, one in the as-cut state and one were the bulk 

lifetime had been improved through key solar cell process steps. For the as-cut wafer we find two dominant 

defects in the low lifetime area, one of which is identified as FeB pairs, with 𝐸𝑡 = 0.90 ± 0.01 (above the 

valence band) and 𝑘 = 0.4 ± 0.1. In the in-grain region of this wafer we also observe two dominating defects, 

one with an energy level of either 0.28 ± 0.01 eV or 0.74 ± 0.01 eV above the valence band and a 𝑘 value of 

25 ± 1. The other defect is shallow, within ~0.27 eV of the band edge, and could not be further identified with 

the chosen temperature range. For the wafer that had passed through solar cell processing, we find a clear, 

overall improvement in the lifetime and a change in the type of dominating defects: We observe that a single, 

deep defect with 0.35 𝑒𝑉 < 𝐸𝑡 < 0.7 𝑒𝑉 and a capture cross section ratio 𝑘 = 10 ± 1 can fully describe the 

observed lifetime data in the in-grain area after solar cell processing, whereas two defects are needed to describe 

the behavior of the lower lifetime regions. One of these defects is also a deep defect with 0.34 𝑒𝑉 < 𝐸𝑡 <

0.69 𝑒𝑉 but with a higher 𝑘 of 25 ± 2, and is thus similar to one of the defects observed in the in-grain region 

of the as-cut wafer. The other is a shallow defect with 𝐸𝑡 within 0.21 𝑒𝑉 of the band edge. Finally, we show 

how the method can be used to show interesting new properties of the lifetime maps, including maps of the 

temperature coefficient of the lifetime, maps of the injection dependence of the lifetime and maps at a constant 

injection level.  
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1. Introduction 

The minority carrier lifetime is the key parameter determining the material quality of crystalline 

silicon (c-Si) wafers for solar cells, and in most cases it directly affects the efficiency of the final 

solar cell. Recombination of electron-hole pairs through defect levels in the band gap of silicon, 

called Shockley-Read-Hall-recombination (SRH), is normally the most important recombination 

process in the bulk material limiting the carrier lifetime, and can be a significant source of efficiency 

loss in both monocrystalline Czochralski (Cz) and multicrystalline Si. For the case of Cz silicon the 

lifetime can be reduced by the presence of different metallic impurities, but also by intrinsic defects 

such as vacancies and silicon self-interstitials as well as oxygen-related defects and complexes 

thereof [1]. Oxygen-related defects that can act as recombination centers include thermal donors, 



boron-oxygen complexes, and oxygen precipitates, the latter oxygen precipitates may grow to induce 

stacking faults in the crystal lattice [2].  For the case of multicrystalline silicon, the main losses are 

related to extended crystal defects, such as grain boundaries and dislocation clusters, in addition to 

impurities. These crystal defects are not necessarily harmful to the carrier lifetimes, but they tend to 

be decorated with impurity species forming detrimental recombination sites [3]. Most leading 

producers of multicrystalline Si ingots and wafers in the PV industry have converted their production 

processes to fabricate so-called high-performance multicrystalline Si (HPMC-Si) material. These 

wafers feature smaller grains, which strongly inhibits formation of the very detrimental dislocation 

clusters, which have led to a significant increase in solar cell efficiency.  

The lifetimes in intragrain regions of a HPMC-Si wafer are in many cases no longer inferior to the 

lifetimes in Cz-Si wafers, suggesting that the solar cell efficiency of HPMC-Si cells is unlikely to be 

limited by the intragrain regions [4]. In addition to this, there are several recombination mechanisms 

responsible for degradation in both Cz and HPMC-Si solar cells, and fundamental knowledge of the 

recombination processes and how to manipulate the defect states is therefore important. Light 

induced degradation (LID) related to boron-oxygen complexes is widely studied in mono-Si has also 

been observed in HPMC-Si as the general impurity levels have been reduced [5], [6]. The so-called 

light and elevated temperature induced degradation (LeTID) and regeneration is also an evident 

effect mostly observed on HPMC-Si [7]. The recombination states and reaction rates of these defects 

can be affected by illumination, carrier injection and heat. This difference between Cz-Si and HPMC-

Si, together with small differences in optical properties, results in a current efficiency gap of about 

1.5 %absolute in favor of Cz-Si solar cells [8]. A detailed understanding of the fundamental properties 

of defect formation and the fundamental properties of recombination active defects is vital to avoid 

or mitigate the effects of defects during crystal formation, both in Cz-Si and in HPMC-Si. The 

lifetime may then also considerably altered during the solar cell process, especially during high 

temperature steps. Most importantly, phosphorus diffusion gettering removes more than 90% of the 

metallic impurities in multicrystalline silicon, and certain types of grain boundaries might also later 

be passivated by hydrogen during contact firing [9] [10] [11] [12]. 

In order to study and understand the electronic properties of limiting defects in Si it is necessary to 

decouple the recombination processes arising from e.g. metallic impurities, defect complexes and 

extended crystal defects from each other, thus identifying the specific signatures of each 

recombination mechanism. A sophisticated analysis method is therefore necessary to separate the 

signatures of the different recombination paths. Temperature and injection dependent lifetime 

spectroscopy (TIDLS) is a well-established method, and is in many cases the only method available 

with sufficient sensitivity to detect small concentrations of detrimental impurities and other defects 

in Si. TIDLS has previously often been used to identify the recombination signatures of known 

impurities using intentionally contaminated samples.  

Photoluminescence (PL) imaging is a commonly used method for measuring the spatial distribution 

of the carrier lifetime in c-Si wafers. Several groups have worked towards developing methods for 

performing TIDLS [13]–[15] with high spatial resolution [16]–[19]. Such measurements have 

previously been performed by harmonically modulated PL, but this requires expensive and often 

custom-built setups with a time resolved PL detection system. In this work we demonstrate lifetime 

spectroscopy analysis based on a large number of images automatically acquired at different 

conditions using a conventional steady state PL imaging tool. We use these images together with 

suitable post-processing software for performing spatially resolved TIDLS analysis, as well as 

studying fundamental temperature- and injection level-dependent properties of silicon wafers. 



2. Temperature- and injection dependent lifetime spectroscopy  

SHR recombination centers give rise to a specific behavior of the lifetime as a function of excess 

carrier density (injection level) and temperature, which is characteristic of the defect or impurity 

dominating the recombination process. Temperature and injection dependent lifetime spectroscopy 

is therefore a powerful tool for identification of the SRH recombination centers limiting the lifetime 

in the material, and for quantification of their relative concentrations [13]. It can also be used to 

identify defect specific recombination parameters by analyzing materials with known dominating 

recombination centers [14], [15], [20]–[22]. 

To isolate the lifetime due to SRH recombination centers the effective lifetime data should be 

corrected for intrinsic recombination, here this is done according to the model of Richter et al. [23]. 

In the case of p-type Si and a single dominating SRH defect, the SRH lifetime should take a linear 

form when represented as a function of the electron to hole ratio 𝑋 [24], given by  

 
 

(1) 

If two defects are both influencing the total lifetime, the SRH lifetime can be represented as the 

inverse sum of two linear expressions, given by 
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𝜏𝑒𝑓𝑓,𝑆𝑅𝐻
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1

𝜏0𝑛,1(𝑎1(𝑇)𝑋 + 𝑏1(𝑇))
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1

𝜏0𝑛,2(𝑎2(𝑇)𝑋 + 𝑏2(𝑇))
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where 𝜏0𝑛 is the SRH parameter for minority carriers for each of the two defects, defined as 𝜏0𝑛 =

1 (𝑁𝑡𝜎𝑛𝑣𝑡ℎ)⁄ , where 𝑁𝑡   is the defect concentration, 𝜎𝑛 is the capture cross section for electrons and 

𝑣𝑡ℎ is the thermal velocity of the carriers. a(T) and b(T) are temperature dependent linear coefficients. 

This linear parameterization greatly simplifies the separation of the SRH lifetime due to two 

independent defects. After separating the SRH lifetime from each of the two defects, a defect 

parameter solution surface (DPSS) can be calculated independently for both defects at each 

temperature [13]. A DPSS at a single temperature spans out all combinations of Et and k which can 

describe the current lifetime curve. However, DPSS’s obtained at different temperatures will ideally 

have only two common points, where the curves intersect, isolating two pairs of Et and k describing 

the current defect, one in each half of the band gap.  For a further description of the TIDLS method, 

see Refs. [13], [17], [18], [24].  

 

  

𝑋 =
𝑛

𝑝
=

Δ𝑛

𝑁𝐴 + Δ𝑛
. 



3. Experimental details 

3.1 Sample preparation 

The investigated wafers were processed in IFEs solar cell line, with the aim of evaluating the 

bulk lifetimes at different stages in the solar cell production process. Two neighboring 

wafers were processed for the investigations in this work: Wafer A, called as-cut, has not 

been subjected to any high temperature processing steps after the casting process. It has, 

however, been damage etched in an HNA-solution (HF : HNO3 : CH3COOH). The second 

sample is subjected to high temperature profiles comparable to the ones used in a commercial 

solar cell process: A dual side phosphorus emitter in-diffusion were performed in a Tempress 

tube furnace using POCl3 gas as the dopant source, forming an emitter of approximately 75 

Ωcm. Subsequently, a simulated firing process was performed in a belt furnace after 

application of a hydrogen rich SiNx:H anti-reflection coating (ARC) present on both sides 

of the wafer. No metal contacts were applied prior to the firing. ARC’s and emitters were 

removed in a new HNA-solution before the wafers were cleaned and surface passivated with 

an a-Si:H/SiNX:H stack deposited on both sides using plasma enhanced chemical vapor 

deposition (PECVD) in an Oxford Plasmalab 133 chamber. Surface recombination velocities 

of less than 5 cm/s are routinely obtained using this passivation scheme [25].  Prior to 

lifetime measurements the wafers were light soaked with about 20 mW/cm2 (LED) for 72 

hours at room temperature to stabilize any degradation caused by boron-oxygen defects. A 

process flow chart illustrating the sample processing of the two wafers is shown in Figure 1.  

 

Figure. 1. The process route for the two different wafers investigated in this work. The process is designed to produce 

lifetime samples with low surface recombination velocity (SRV) for minority carrier lifetime measurements, and where 

the bulk lifetime is similar to that of as-cut wafers (A), and as close as possible to that of final solar cells (B). 

 

  



3.2 Temperature- and injection level PL image acquisition  

Uncalibrated PL intensity images were recorded as a function of temperature using a heating stage 

built into a LIS-R1 PL imaging setup from BT imaging with a laser excitation wavelength of 808 nm. 

A short-pass filter was used in front of the camera to strongly reduce the parts of the luminescence 

signal originating from deep within the wafer, including the signal that is reflected from the rear side 

of the sample, to reduce smearing effects from lateral carrier diffusion. Images were measured in 

10 ˚C intervals from 25 to 75 ˚C. Temperatures exceeding 75 ˚C were not used to avoid any 

permanent annealing effects of the samples, such as lifetime regeneration after light induced 

degradation (LID) related to boron-oxygen defects or iron-boron pair formation. Such annealing 

effects were ruled out in each case by performing a reference quasi-steady state photoconductance 

(QSSPC) measurement at room temperature before and after each temperature scan. 

An automated measurement routine was used to simplify the acquisition of the PL images at different 

measurement conditions. 30 images were acquired at each temperature using a range of laser 

excitation intensities corresponding to generation rates in the range between 𝐺 = 1.2 × 1018 and 

2.2 × 1020 cm-3s-1, thus covering a large part of the injection range of interest. In order to obtain high 

injection data also from low lifetime areas, half of the images were measured using the option in the 

LIS-R1 setup for smaller area illumination, were the laser power is more focused to reach higher 

photon flux values. To ensure correct quantification for both large and small area settings, an 

independent reference measurement of the optical power was undertaken. A small offset was 

observed when using the same flux with the large and small area settings, and this difference was 

therefore corrected in post-processing in order to obtain smooth transitions in the overlapping region. 

For all images the signal to noise ratio was kept at the desired level by adjusting the integration time 

of the camera detection system according to the excitation photon flux in each case. A schematic 

illustration of the experimental setup is shown in Figure 2. 

 

 

Figure 2. Schematic illustration of the measurement setup (left), using a heating stage within a PL imaging setup. In 

this paper PL images of each sample are acquired at 6 different temperatures, with 30 different values of the 

excitation photon flux for each temperature, as shown schematically in the right-hand side of the figure. 

 

  



3.3 Temperature dependent calibration of PL lifetime images 

The measured intensity 𝐼𝑃𝐿, here defined in counts registered by the camera per second, is given by  

 𝐼𝑃𝐿 = 𝐶(𝑛𝑝 − 𝑛𝑖
2) ≈ 𝐶Δ𝑛(𝑁𝑑𝑜𝑝 + Δ𝑛), (3) 

where 𝑛 and 𝑝 is the electron and hole densities, 𝑁𝑑𝑜𝑝 is the dopant concentration (n- or p-type) and 

Δ𝑛 is the injection level. 𝐶 is an instrument- and sample-dependent calibration constant, which 

includes the radiative recombination coefficient of Si 𝐵𝑟𝑎𝑑, the optical properties of the sample, the 

geometry of the measurement setup, signal reduction due to filters, etc. Normally PL lifetime images 

at room temperature are calibrated based on a secondary photoconductance measurement to 

determine the value of 𝐶. However, the calibration constant is generally temperature dependent, 

decreasing as a function of increasing temperature. This is caused by the fact that the band-to-band 

luminescence peak of crystalline Si is lowered and shifted to higher wavelengths as the temperature 

increases. This peak is then detected using a Si CCD camera, which therefore have a strongly 

spectrally dependent sensitivity of the in the wavelength range around the luminescence peak [26]. 

The use of additional filters, like the short-pass filter used here to reduce smearing effects from lateral 

diffusion, complicates matters further. It is in principle possible to account for all these effects 

theoretically to determine a temperature-dependent calibration procedure, as done in Ref. [27], but 

the added complexity introduces several uncertainties in the quantification of the carrier lifetime. 

Instead, we have here used the same approach we previously introduced in Ref. [25], using a 

temperature-dependent quasi-state-state photoconductance setup to perform the conventional 

calibration procedure based on a separate QSSPC measurement at each temperature. 

To obtain the necessary calibration constants, minority carrier lifetime curves were measured as a 

function of injection level at a range of temperatures using a Sinton WCT-120 TS lifetime tester. The 

injection level Δ𝑛 is here calculated from the photoconductance, which is measured by an inductive 

coil built into a temperature-controlled sample stage. A temperature dependent mobility model is 

need for this purpose, here the model of Dorkel and Leturcq is used [28].  The setup provides an 

unique opportunity to quantitatively measure the carrier lifetime as a function of both injection level 

and temperature, with a possible measurement range from 25 to 200 °C [29]. In the same way as for 

the PL images, the maximum temperature was set at a sufficiently low value to avoid permanent 

annealing effects. Careful temperature measurements of both heating stages were performed to 

minimize differences between the two setups. All measurements were automatically saved in raw 

data form together with the key measurement conditions, and the full calibration procedure and 

subsequent calculations, plotting and data analysis was then performed using an in-house MATLAB 

code library written for this purpose.  

It has previously been shown that calibration of PL images can be significantly influenced by lifetime 

non-uniformities in the measurement region over the PC coil [30]. Lifetime spectroscopy requires 

high precision in the effective lifetime data, and the temperature dependent QSSPC measurements 

were therefore performed on an as homogeneous area of the sample as possible to minimize 

quantification errors. Because the investigated wafers are multicrystalline, all such non-uniformities 

could, however, not be avoided.   

The carrier lifetime images were finally calculated based on similar algorithms used for room 

temperature measurements [31]: For each temperature and generation rate, the calibration constant 

𝐶 was calculated from Eq. (3) based on the Δ𝑛 value taken from the appropriate point of the QSSPC 



curve and the PL intensity 𝐼𝑃𝐿 taken from the PL image in a region between two concentric rings 

around the PC coil. Ideally, we expect the calibration constant to be independent of injection level 

and thus of the generation rate. After all, this is a central assumption of the PL imaging method: The 

entire lifetime image, which consist of regions of different injection level, is calculated based on a 

single calibration constant determined from these two local measurements. However, in many cases 

we find that the calibration constant is not entirely independent on injection level, as shown in Figure 

3 a). This is caused by a difference in the injection dependence measured using QSSPC and PL, 

which might be caused by e.g. carrier trapping in the photoconductance measurements [32], or by 

the abovementioned lifetime non-uniformities in the coil area. In any case, we approach this problem 

by averaging the measured calibration constants in a mid-level injection range. The average 

calibration constant is shown as a function of temperature in Figure 3 b), with the error bars indicating 

the standard deviation within each temperature. The results are observed to follow a linear trend, and 

a linear regression of these data were used to calculate a single calibration constant for all the PL 

images which is linearly dependent on temperature. By inserting this calibration constant 𝐶(𝑇) into 

Eq (3) and solving for Δ𝑛, the steady state effective lifetime 𝜏𝑒𝑓𝑓 = Δ𝑛/𝐺 at each point of the lifetime 

image is then calculated as for each temperature 𝑇 and excitation flux 𝜙𝑝ℎ: 

 𝜏𝑒𝑓𝑓(𝑇, 𝜙𝑝ℎ) =
Δ𝑛(𝑇, 𝜙𝑝ℎ)

𝐺(𝜙𝑝ℎ)
=

1

𝐺(𝜙𝑝ℎ)
(√(

𝑁𝑑𝑜𝑝

2
)

2

+
𝐼𝑃𝐿(𝑇, 𝜙𝑝ℎ)

𝐶(𝑇)
−

𝑁𝑑𝑜𝑝

2
) (4) 

 

 

Figure 3. a) Normalized calibration constants calculated at different injection levels for the large area illumination 

images. Each value is calculated from the appropriate calibration point on the measured temperature dependent QSSPC 

curve and from the uncalibrated PL data taken from a donut-shaped region around the photoconductance coil. As 

exemplified here, we do generally not observe the calibration constant to be perfectly constant with injection level.  

b) Average calibration constant (black circles) as a function of temperature, with error bars indicating the standard 

deviation within each temperature. The calibration constant was found to decrease linearly with temperature. A linear 

regression of these data (red dotted line) was used to calibrate the PL images. 



4. Results and discussion   

4.1 Carrier lifetime images and the effect of solar cell processing 

Conventional PL images measured at 25 ˚C and an excitation flux of 𝜙𝑝ℎ = 1.02 × 1017 cm-2s-1 are 

shown for both Wafer A (as-cut) and Wafer B (after cell processing) in Figure 4. Because of the need 

for small area illumination to obtain sufficiently high injection levels in low lifetime regions, only a 

part of the complete 6-inch wafers were analyzed (see length scale). Because the wafers are selected 

from the top part of the cast, they are dominated by larger grains and dislocation clusters [33]. This 

was purposefully selected to simplify the use of the local analysis without too much influence from 

lateral diffusion (see discussion below). We observe a clear improvement in the bulk lifetime after 

gettering and hydrogenation, with in-grain lifetimes improving from ~100 µs to ~700 µs after 

processing (note the different color scale in the lifetime images).   

 

                                       Wafer A (as-cut)                                        Wafer B (after cell process) 

 

Figure 4. Lifetime images acquired at 25 ˚C and a constant excitation flux of 𝟏. 𝟎𝟐 × 𝟏𝟎𝟏𝟕 cm-2s-1, acquired from wafer 

A (left) and Wafer B (right). As expected, the overall lifetime is observed to clearly improve after gettering and 

hydrogenation. Note the different scales on the two images. 

 

  



4.2. Local TIDLS analysis  

Two regions, one from the middle of a large grain with high lifetime (marked with [H]) and one from 

a region dominated by dislocation clusters (marked with [L]) were selected for further analysis, as 

indicated in Figure 4. Temperature- and injection dependent effective lifetime curves were found by 

averaging the lifetime in each region for each of the 180 images measured on each sample 

(corresponding to 6 temperatures and 30 photon flux values). These lifetime curves were then used 

for further lifetime spectroscopy analysis, as shown in Figure 5 and Figure 6 for wafers A and B, 

respectively. For each wafer, subfigures a) and d) show the experimental effective carrier lifetime as 

function of injection level at different temperatures for the high lifetime and low lifetime regions, 

respectively. The observed lifetime behavior is both qualitatively and quantitatively different at the 

different regions, and the behavior is also strongly dependent on the wafer processing. In all cases 

the modelled curves obtained from the best-fit parameters show an excellent agreement with the 

experimental data. To isolate the lifetime due to SRH recombination centers the measured effective 

lifetime data was corrected for intrinsic recombination according to the model of Richter et al [23].  

As described in Section 2 above, the SRH lifetime is then linearized by plotting it against the electron 

to hole concentration ratio,  𝑋, as shown in b) and e). For the high lifetime region of Wafer B (Figure 

6 b), the SRH lifetime is clearly linear with 𝑋, indicating that the measured data is dominated by a 

single SRH defect level. For the other investigated regions, this linearization was followed by a fit 

of the inverse sum of two linear curves (as described by Eq. 2 above), indicating that two defects are 

required to appropriately fit the experimental data. Subfigures c) and f) in Figures 5 and 6 show the 

DPSS curves for the two defects observed in each region, with the solutions space of all possible 

pairs of 𝐸𝑡 and 𝑘 which give an equally good fit to the experimental data at each temperature. The 

bottom part of c) and f) show the root mean square difference between all 𝑘 values at different 

temperatures as a function of 𝐸𝑡, and minima in these curves, therefore, represent the best fit values. 

A detailed view of the points of intersection between the DPSS curves obtained at different 

temperatures is shown in subfigure g). These common solutions are then used to determine 𝐸𝑡 and 𝑘 

for each defect, as discussed below. In some cases, no clear crossing points are observed between 

the DPSS curves, which we assume is caused by inaccuracies in the measurement procedure or 

possibly from a temperature-dependent 𝑘 parameter for these defects.   

  



Wafer A (as-cut)

 

 

Figure 5. Image-based TIDLS analysis based on PL data measured and on the as-cut wafer (Wafer A).  Local 

analysis is shown from two different regions of the wafer, [H] is from a high lifetime area (middle of a large grain) 

and [L] is from a low lifetime region dominated by dislocation clusters, as indicated in Figure 4. 

a) and d) show the average temperature- and injection dependent carrier lifetime for regions [H] and [L] 

respectively. Open circles indicate experimental data (each point representing the average of the current area in a 

lifetime image), and lines show the best-fit TIDLS model of the data.  

b) and e) show the linearization of the lifetime by plotting it against X=n/p. A single SRH defect is expected to be 

linear in this form. For the case of two defects the defects are separated by fitting an inverse sum of two linear 

curves, according to Eq. (2).  

c) and f) show the defect parameter solution space (DPSS) obtained from each of the best fit defects, showing the 

solution space in 𝑬𝒕 and 𝒌 at each temperature. Colors are used to indicate different temperatures between 25 ˚C 

(blue) and 75 ˚C (red). The bottom parts of c) and f) show the relative standard deviation in the k values at different 

temperatures, thus indicating energy regions which give good solution for all temperatures.  

g) Different zoomed in regions of the DPSS curves, as indicated by dotted squares in c) and f), showing the crossing 

points where we find common solutions for all temperatures for Defect 1 in the high lifetime region and for Defects 

1 and 2 in the low lifetime region.  

 

 



Wafer B, (after cell process)

 

 

Figure 6. Image-based TIDLS analysis based on PL data measured and on the wafer after simulated solar cell 

processing (Wafer B).  Local analysis is shown from two different regions of the wafer, [H] is from a high lifetime 

area (middle of a large grain) and [L] is from a low lifetime region dominated by dislocation clusters, as indicated 

in Figure 4. 

a) and d) show the average temperature- and injection dependent carrier lifetime for regions [H] and [L] 

respectively. Open circles indicate experimental data (each point representing the average of the current area in a 

lifetime image), and lines show the best-fit TIDLS model of the data.  

b) and e) show the linearization of the lifetime by plotting it against X=n/p. A single SRH defect is expected to be 

linear in this form. For the case of two defects the defects are separated by fitting an inverse sum of two linear 

curves, according to Eq. (2).  

c) and f) show the defect parameter solution space (DPSS) obtained from each of the best fit defects, showing the 

solution space in 𝑬𝒕 and 𝒌 at each temperature. Colors are used to indicate different temperatures between 25 ˚C 

(blue) and 75 ˚C (red). The bottom parts of c) and f) show the relative standard deviation in the k values at different 

temperatures, thus indicating energy regions which give good solution for all temperatures.  

g) Zoomed in regions of the DPSS curves, highlighting the single defect observed in the high lifetime region and 

Defect 1 in the low lifetime region, as indicated by dotted squares in c) and f). No clear crossing points are observed 

in this wafer, which is most probably caused by a deep defect with a slightly temperature dependent 𝒌.  

 

 



Table I. Defect parameters observed in this work 

   Lower band gap Upper band gap 

Wafer  Region Defect   𝑬𝒕 (eV) 𝒌 𝑬𝒕 (eV) 𝒌 

A (as-cut) H (in-grain) 1 <0.27 - > 0.89 - 

  2 0.28 ± 0.01 25 ± 1 0.74 ± 0.01 25 ± 1 

 L (dislocations) 1 0.25 ± 0.01 0.4 ± 0.1 0.90 ± 0.01 0.4 ± 0.1 

  2 0.24 ± 0.01 62 ± 1 0.75 ± 0.01 53 ± 1 

B (after cell H (in-grain) Single 0.35 - 0.7 10 ± 1 (assumed deep defect) 

     process) L (dislocations) 1 < 0.21 - > 0.92 - 

  2 0.34 - 0.69 25 ± 2 (assumed deep defect) 

 

Recombination parameters identified in an in-grain (H) and a dislocated (L) region for from each of 

the two samples are listed in Table I. For wafer A (as-cut) the defect parameters for three out of four 

defect levels could be accurately determined where the DPSS curves had a common point of 

intersection. The capture cross sections in the dislocated area are close to those previously reported 

for FeB and Fei. The energy level for the defect with a capture cross section of 𝑘 = 0.4 ± 0.1 is 

located at 0.25 𝑒𝑉 or 0.90 𝑒𝑉, we attribute this to FeB previously found at 0.89 ± 0.03 𝑒𝑉 with at 

capture cross section of 0.45  [21]. As the samples are illuminated during PL-imaging a partly 

dissociation of FeB and a following presence of Fei is therefore expected. Even though the 𝑘 = 51 ±

1 corresponds well with literature values for Fei (𝑘 = 51 ± 5), the energy level located at 𝐸𝑡 = 0.24 

or 0.75 𝑒𝑉 are not consistent with literature values for Fei  at  𝐸𝑡 =  0.394 ± 0.005 [21]. We can 

therefore not conclude further about the identification of the observed defect level based on this. The 

in-grain area (H) of Wafer A has one defect level at 𝐸𝑡 = 0.28 eV or 𝐸𝑡 = 0.74 eV with 𝑘 = 25, and 

one shallower defect with a definition gap between 0.27 𝑒𝑉 < 𝐸𝑡 < 0.89 eV. No common point of 

intersection was observed for this last defect, hence exact recombination parameters for 𝐸𝑡 and 𝑘 

could not be determined.  

The dislocated area (L) of wafer B (after cell process) shows similar defect parameters to the in-grain 

region of wafer A. Defect 1 is a deep defect with 𝑘 = 25 ± 2 and the second defect has a definition 

gap between 0.34 𝑒𝑉 < 𝐸𝑡 < 0.69 eV. However, the position of the energy levels is inaccurate due 

to lack of a common intersection between the DPSS curves. Only one dominating recombination 

center is observed in the in-grain region (H) of Wafer B. This single defect has 0.35 𝑒𝑉 < 𝐸𝑡  <

0.7 𝑒𝑉 and 𝑘 = 10 ± 1. Due to the lack of a point of intersection in the DPSS this recombination 

centre has not been attributed a single defect.  

We have in this case limited our defect identification to a two-defect case to ensure unique solutions, 

as a three-defect fit as used in eg. Ref. [17] require a pre-assumption on which defects that are present. 

Mapping of defect parameters from temperature dependent PL-images has previously been shown in 

[18], however, the two approaches to extract defect parameters are slightly different. The current 

analysis identifying the exact defect parameters is pending on identification of an intersection 

between the DPSS curves which is difficult to obtain in regions with more than two defects with 

similar recombination activity, or in the case of a temperature dependent 𝑘.  Hence in this work 

evaluation of local relatively uniform areas was preferred prior to global mapping of the whole wafer. 

However, the methodology can be extended to produce a concentration map of areas where one or 

two selected defects dominates the recombination.  



4.3. Advanced carrier lifetime image visualization  

After the matrix of images with flux- and temperature variations is imported into Matlab it is of 

course possible to visualize this information in other ways than what is shown in Figures 5 and 6. 

Another option is to plot the different trends in temperature and injection level dependence in image 

form. One useful metric in this regard is the temperature coefficient for the carrier lifetime 𝑇𝐶𝜏, 

defined as  

 
𝑇𝐶𝜏 =

100%

𝜏25 ˚𝐶
×

𝑑𝜏

𝑑𝑇
, (5) 

where 𝜏25 ˚𝐶 is the lifetime at 25 ˚C and 𝑑𝜏 is the change in lifetime over the temperature interval 𝑑𝑇. 

The 𝑇𝐶𝜏 for Wafer B, taken at a constant exciation flux of 𝜙 = 1.02 × 1017cm-2s-1, is shown in 

Figure 7. By comparing with Figure 4, we see that there is a clear correlation between low lifetime 

(dislocation dominated) areas and areas of high 𝑇𝐶𝜏 (high relative improvement in the carrier lifetime 

with increasing temperature), which was also recently observed by Eberle et al in both 

multicrystalline wafers and cells [34].  This is not only a consequence of the low lifetime itself: 

Notice the horizontal feature of low lifetime at the middle of the right edge of Figure 4, which is 

almost not visible in the 𝑇𝐶𝜏 map. We can therefore conclude that this recombination in this region 

has a different origin, most probably due to surface damage.  

Another option for visualizing the data is by plotting the relative change in carrier lifetime with 

increasing photon flux, as shown in Figure 8 for Wafer B in in the flux range between 𝜙 =

2.37 × 1016  and 𝜙 = 1.02 × 1017 cm-2s-1. In this case we clearly observe the steeper injection 

dependence (larger ratio between high and low injection lifetime) in the grains as compared to the 

regions dominated by recombination from grain boundaries dislocation clusters. More details and 

features can also be seen in the low lifetime regions which are not visible in the conventional lifetime 

image shown in Figure 4.  

 

  

Figure 7. Map of the temperature coefficient of the 

carrier lifetime at constant flux of 𝝓 = 𝟏. 𝟎𝟐 ×
𝟏𝟎𝟏𝟕cm-2s-1, measured in % change per K in the 

temperature range between 25 ˚C and 75 ˚C. The 

temperature coefficient map is calculated based on 

data from Wafer B. 

Figure 8. Map of the relative change in the lifetime with 

increasing photon flux, in the range between 𝝓 =
𝟐. 𝟑𝟕 × 𝟏𝟎𝟏𝟔  and 𝝓 = 𝟏. 𝟎𝟐 × 𝟏𝟎𝟏𝟕 cm-2s-1, calculated 

based on data from Wafer B. 

 



Lastly, the data can be used to generate lifetime images with at a constant Δ𝑛 at every point of the 

image. Conventional PL lifetime images are taken at a constant generation rate, and areas of different 

effective lifetime will therefore be at different injection levels, according to the steady state relation 

Δ𝑛 = 𝐺 × 𝜏𝑒𝑓𝑓. By acquiring and storing a range of images at different generation rates …  

 

 

Figure 9. Carrier lifetime image at a constant injection level of 𝚫𝒏 = 𝟓 × 𝟏𝟎𝟏𝟒 cm-3, instead of the conventional 

image taken at a constant generation rate. The image is calculated from data from Wafer B by interpolating the 

value at each pixel between images taken at different excitation intensities. 

 

5. Summary and further work 

5.1 Summary of results 

In this paper we have demonstrated a method for performing temperature- and injection level 

dependent lifetime spectroscopy with high lateral resolution based on automated acquisition and 

analysis of a large number of PL images taken under different conditions. Two passivated, 

neighboring HPMC silicon wafers were investigated, one in the as-cut state and one which had 

received a simulated solar cell process including phosphorous diffusion gettering and hydrogenation 

during a high temperature firing step. One in-grain region and one region dominated by dislocations 

clusters were studied in each of the two wafers. For each region the contributions from one or two 

SRH defects were isolated by linearization and fitting of the injection-dependent SRH lifetime curves 

at each temperature. The defect energy level 𝐸𝑡 and capture cross section ratio 𝑘 for each defect was 

determined from the points of intersection between the defect parameter solution surfaces (DPSS) 

for each temperature. We find that two defects are needed to describe the observed behavior in both 

regions of the as-cut wafer, and one of the observed defects in the dislocated region corresponds well 

with previously reported values for iron-boron complexes. One other clearly defined defect is also 

observed in this region, which could possibly be interstitial iron Fei. For the wafer after solar cell 

processing the in-grain region was described very well using a single, unidentified SRH defect 

located deep in the band gap, with 𝑘 = 10 ± 1. In the region of this wafer dominated by dislocation 

clusters, two defects are needed to explain the results, here we observe one shallow defect within 

0.21 eV from the band edge and one deep defect with 𝑘 = 25 ± 2. The defect parameters for the 

latter defect was also observed in the in-grain regions of the as-cut wafer.  



In addition to the TIDLS analysis, we demonstrate several image visualizations of the measured 

lifetime data, illustrating the lateral distribution of both the temperature and injection dependence of 

the carrier lifetime. These include images of the lifetime temperature coefficient, the relative change 

in lifetime with increasing flux and lifetime images at a constant injection level, generated by 

interpolating the values at each pixel between images taken at a given temperature.  

5.2 Further work 

The experimental setup and analysis tools used in this paper is still under development, and several 

further changes could be introduced to improve the accuracy of the obtained results. Firstly, smearing 

of the images due to lateral carrier diffusion will influence the results, this limiting how local the 

defect analysis can be. Post-process image correction to correct for carrier diffusion, e.g. as presented 

in Ref. [35] could therefore be utilized to mitigate this. Furthermore, we aim to improve the 

calibration procedure in the hope to avoid the observed uncertainties related to the injection 

dependence of the calibration constant by implementing a true steady state photoconductance 

measurement in the PL setup, as discussed in Ref. [36]. We are also currently implementing measures 

to further increase the injection range in low injection in order to improve the robustness of 

determination of 𝒌. Lastly, further sensitivity analysis of the TIDLS data is also useful to quantify 

the accuracy of the obtained defect parameters. When these measures are in place, the tool 

demonstrated here could be used to generate full maps of the defect parameters obtained from the 

two-defect fit, together with the fit quality in each pixel of the image. The approach investigated in 

this paper is thus not without issues, but it is still found to be a powerful technique for local analysis 

of the dominant recombination mechanisms in Si wafers using commonly used and commercially 

available tools for Si solar cell research.  
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