Effects of polymer adsorption on the effective viscosity in microchannel flows: phenomenological slip layer model from molecular simulations
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Abstract

Molecular simulations (Dissipative Particle Dynamics - DPD) were used to quantify the effect of polymer adsorption on the effective shear viscosity of a semi-dilute polymer solution in microchannel Poiseuille flow. It is well known that polymer depletion layers develop adjacent to solid walls due to hydrodynamic forces, causing an apparent wall slip and reduced effective viscosity (increased total flow rate). We found that depletion layers also developed in the presence of hydrodynamically rough adsorbed layers on the wall. Polymer-polymer (steric) repulsion between flowing and adsorbed polymer expanded the depletion layer compared to no-adsorption cases, and the effective viscosity was reduced further. Desorption occurred for higher shear rates, reducing the repulsion effect and shrinking the depletion layers. A phenomenological algebraic model for the depletion layer thickness, including a shear modified adsorption isotherm, was developed based on the simulation data. The depletion layer model can be used together with the effective viscosity model we developed earlier.
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1. Introduction

A laminar flow of a polymer solution exhibits wall-normal migration of polymer with lowered polymer concentration near the walls [1, 2, 3, 4, 5]. This "depleted" volume has lower viscosity than the bulk flow, thereby acting as a lubricating layer that increases the volumetric flux of liquid for the same pressure gradient [5]. The flow and adsorption behavior of polymer is of fundamental importance in many applications, from chromatic separation, protein adsorption, and polymer flooding in enhanced oil recovery. The reduction of effective viscosity is an important aspect to consider in the field of polymer flooding [6], since the channel width or pore diameter is on the order of microns and the depleted volume fraction can therefore be significant. A reduction of the effective viscosity by a factor of at least two is found for HPAM (partially hydrolyzed polyacrylamide) solutions in plane-wall channels when the channel width is reduced from ten to one micron [5]. It is well established that migration and depletion is a fundamental mechanism that is likely to occur also in the complex geometry of oil reservoir rocks through experimental evidence obtained with core flooding [6, 7, 8].

If there is no adsorption, the depletion layer expands with shear rate for Weissenberg numbers above unity and the shear thinning effect is amplified. Wall-normal migration away from clean walls occurs primarily due to hydrodynamic viscous Stokes-flow interaction with the walls. The associated drift-flux is balanced by a diffusion flux back towards the walls [2, 9] and the equilibrium state has lowered polymer concentration close to the walls, and higher concentration in the core of the channel. A combined algebraic effective viscosity and depletion layer model was developed by us [10] for the case of no adsorption. This phenomenological model was based on DPD (Dissipative Particle Dynamics) simulations of polymer chains in water, and the hydrodynamic theory of Ma and Graham for dumbbells [2].

The focus of the current paper is primarily to study the behavior of the depletion layer in the presence of adsorbed polymer on the channel walls. The adsorbed layer may affect the depletion layer thickness by polymer-polymer interaction, and possibly by increased wall roughness. In polymer flooding with high molecular weight HPAM, we expect flexible polymer chains that are weakly attached to the surface. The resulting polymer layers are diffuse with a relatively small fraction of the polymer segments attached to the surface with unattached segments extending into the flow in the form of loops or free ends [11]. The adsorbed density is influenced by the ionic components
of the solvent and the chemical composition of the given mineral [12, 13]. Although HPAM is designed to reduce adsorption, some polymer adsorption will occur depending on the mineral composition, and cause permeability reduction [6, 8]. At low salinity (low ion contents in the solvent), repulsion between HPAM polymers occurs due to the electrostatic forces between the carboxylate groups. This may limit the adsorbed surface density, but also provide a repulsive force between polymers in solution and adsorbed polymer, thereby expanding the depletion layer.

Theories for polymer adsorption without flow predict "Langmuir-like" isotherms with an initial steep rise of the surface density, followed by a nearly horizontal semi-plateau, as a function of bulk concentration [14]. However, experimental isotherms usually show a gradual increase, while a well-defined plateau is not always observed [14]. Furthermore, when diluting the solvent, the desorbed amount is often very small, suggesting that polymer adsorption may appear to be irreversible in some cases. The likely reason for this is due to the multiple contacts each chain makes with the surface, and a small probability of simultaneous disengagement of these contact points [11].

It is unlikely that Langmuir isotherms hold for polymer flooding, primarily because the shear will affect the adsorption and desorption kinetics. In general, the surface density is reduced with increasing shear rate [15]. Flow-induced desorption of polymer occurs with sufficiently large shear stresses and is more efficient for larger molecular weight [11]. Polymer chains in solution orient with the flow and even moderate shear rates are able to inhibit the cross-flow diffusive transport towards the surface, and this adsorption inhibition is also more efficient for larger molecular weight. It is therefore likely that the adsorbed density in a steady-state equilibrium situation is dependent on the pre-adsorbed state of the surface before the shear stresses are applied. This history effect is of consequence for polymer flooding, in the sense that the surface density during a secondary injection may not desorb to the level of the first primary injection.

We studied how the depletion layer thickness, adsorbed wall density and effective viscosity responded to varying shear rates by using DPD (Dissipative Particle Dynamics) simulations. The simulation data were then used in conjunction with a modified Ma-Graham model for the wall-to-wall polymer concentration profile, to construct a first-order phenomenological model for the depletion layer thickness as function of Weissenberg number or normalized shear rate. This can further be used in effective viscosity models of the type we developed earlier [10].
Figure 1: Adsorption equilibrium for the preadsorbed case, before shear is applied. The walls (top, bottom) are partially covered with a monolayer of polymer. The apparent voids in the bulk volume is due to polymer being adsorbed earlier, leaving temporary voids. Some polymers are marked in pink, and the water is not shown.

2. DPD setup with adsorption

A detailed description of DPD molecular simulations can be found in the now extensive literature [16, 17, 18, 19, 20, 21]. DPD preserves the viscoelastic and shear thinning rheologies of the polymer solution, as well as the characteristic adsorption isotherm properties. Polymers are modelled as long chains of DPD particles (beads), where bead pairs are linked by a “spring-force”, giving rise to fluid visco-elasticity by viscous coupling to the solvent. The interaction between the polymer chains and the solvent (here, water) depends on the polymer deformation, stretching and alignment with the flow, and as a result the polymer solution is both shear thinning in shear flow, and elastic in extensional flow. The current study delas only with Poseuille shear flow. It is essential to have high Schmidt numbers \( S_c \gg 1 \) to achieve realistic polymer migration effects [22, 23, 24], and the DPD parameters were adjusted to achieve \( S_c = 600 \) as described earlier[10]. The viscous hydrodynamic coupling to the confining walls is automatically accounted for via the molecular forces. The adsorption isotherm (by physisorption) and polymer solubility (in the solvent fluid) can be controlled by the strengths of the molecular interaction potentials that are input to the model.

A 3D DPD simulator for parallel processing was tailored to oil/water/polymer flow in microchannels with arbitrary wall geometries[10]. Our code was parallelized using a domain-decomposition method with a parallel linked cell-list approach, which was first introduced for MD simulations [25] and later generalized to DPD [26].
2.1. Wall velocity boundary conditions

A body force $G$ was applied to all DPD beads (both water and polymer) to pull the fluid through the channel. It is essential to have no-slip boundary conditions at the walls, otherwise the effective viscosity will be artificially lowered due to water beads slipping along the wall. To obtain no-slip conditions in general, the fluid beads that come close to the wall are assigned a zero-mean velocity. The random velocity components were drawn from a Maxwell-Boltzmann distribution at the kinetic temperature of the system [27, 28]. This approach was generalized by us for any non-flat wall geometry [10]. The wall structure was modelled with randomly placed beads within a well defined mathematical and smooth surface (here, a flat plane).

2.2. Interaction parameters

The conservative DPD forces were controlled via the DPD parameter matrix

$$a_{ij} = \begin{pmatrix} w & p & s \\ w & 25 & 50 & 25 \\ p & .. & 100 & 50/0 \\ s & .. & .. & .. \end{pmatrix}, \quad (1)$$

where $w, p, s$ stand for water, polymer, and wall (substrate) beads, respectively. Higher positive value means larger repulsion force between the beads. The force potentials $a_{ij}U(r)$ vary quadratically with bead distance $r$, generating a linearly decaying force with increasing distance. The interaction parameters represent a scaling of the magnitude of the same quadratic potential $U$. The $a_{ww} = 25$ parameter is the water-water coupling, chosen to match the compressibility of water [16]. For the polymer to be soluble in water, $a_{pp} > a_{wp}$, which provides extended polymer chains. The other parameters also influence the solubility properties to some degree, but also the magnitude of the viscosity of the solution [10].

Adsorption on the wall can be controlled by choosing appropriate wall-polymer interaction parameters that reproduce the desired isotherm for zero velocity conditions. A reduced polymer-wall parameter $a_{ps}$ increases the adsorbed density. We used values of $a_{ps} = 0$ with adsorption, and $a_{ps} = 50$ without adsorption. A reasonable amount of adsorbed polymer was obtained, without completely depleting the core volume of the channel.

The wall bead density was chosen to be 4 times larger than water density to prevent the water beads from diffusing into the partially porous wall.
structure. The matrix given above is corrected for this density enhancement to achieve the same force magnitude (the wall-related parameters are divided by 4 in the code when the wall density is increased by the same factor).

2.3. Initial conditions for primary and secondary polymer injection

Two different initial conditions were used, with regards to the adsorbed layer. For Set 1 (primary injection) we inserted a uniform volume fraction of 5% and 10% polymer throughout the channel, and let the polymers adsorb on the clean wall after the body force was applied. This scenario is similar to primary injection into a reservoir subject to adsorption inhibition by polymer stretching in the shear field.

For Set 2 (secondary injection) we let the polymers adsorb to the wall before the body force was applied, and thermodynamic equilibrium between the bulk and adsorbed densities was reached (Figure 1). Then, we applied the body force. This approach is similar to a secondary injection into a reservoir where the adsorbed layer is already present before the shear is applied. The case was set up to that the bulk volume fraction in equilibrium was close to 5% throughout the channel also in this case.

For (Set 3 - no adsorption), we run a few reference cases at varying shear rates without adsorption, and the bulk volume fraction was 5% also in these cases. These cases were run to in order to assess the difference in the depletion layer and effective viscosity with and without polymer adsorption.

The volume of the simulation domain is necessarily limited, and it is currently not computationally possible handle large enough domains to encompass the full length of a typical HPAM polymer. However, an essential quantity that can be matched is the total length of polymer chain per volume of water (shorter chains, but a larger number of them),

\[ l_v = \frac{\rho_p L_p}{m_p} \]  

(2)

This results in a realistic contact area between the polymers and the water per volume unit, and hence the stress coupling between the water and the polymers should be of correct magnitude. The polymer relaxation timescale λ will however be shorter, resulting in lower Weissengberg number \( Wi = \lambda \dot{\gamma} \) for a given shear rate \( \dot{\gamma} \). By assuming non-degraded HPAM molecules of mass \( m_p = 4 \times 10^6 \) Da, the polymer length is about \( L_p = 10 \) µm [29]. For a polymer mass density in solution of \( \rho_p = 1000 \) ppm = \( 10^{-3} \) gm/cm\(^3\),
we obtain a volume fraction of polymer beads in the DPD simulations of \( \phi_p = 5\% \), when the equilibrium bead separation is comparable to the DPD length unit of \( r_c = 0.64 \times 10^{-9} \text{m} \). Polymers of bead length up to \( N = 120 \) were tested in our previous work [10] and we found essentially the same behavior as for \( N = 60 \).

2.4. Effective viscosity evaluation and domain size

The simulations were set up for Poiseuille flow between flat walls. The effective viscosity was evaluated according to its definition in terms of the ratio between the pressure gradient (here, applied force \( G \)) and total flow rate \( U \) over the channel cross section \( h \),

\[
\mu_e = \frac{h^2 G}{12 U}.
\]

The effective viscosity was evaluated as function of channel width \( h \) the channel-averaged Weissenberg number

\[
Wi = \langle \dot{\gamma} \rangle \lambda,
\]

where the average shear rate is

\[
\langle \dot{\gamma} \rangle = \frac{1}{h/2} \int_{-h/2}^{0} \partial_y u(y) \, dy = \frac{u(0)}{h/2}.
\]

The polymer relaxation time \( \lambda \) is fixed and determined by the DPD parameters[10].

To determine the effective viscosity, the velocity profile \( u(y) \) was integrated over the full channel width to obtain the average velocity \( U \). We started the simulations with the polymers randomly distributed in the water. The body force \( G \) accelerated the fluid up to a steady flow, with stable velocity and concentration profiles with depleted layers. Time averaging was then performed over the water and polymer bead velocities to evaluate \( U \).

We used channel widths in the range \( h \in [6, 40] \) nm, but most of the data is for a relatively narrow \( h = 13 \) nm, so as to have a significant depletion layer effect on the effective viscosity. This corresponds to 20 DPD units (of \( r_c = 0.64 \times 10^{-9} \)m). The spanwise (crossflow) dimension was also 20 DPD units. The boundary conditions were periodic in the spanwise and flow-aligned directions. The length of the domain size in the flow-aligned direction was 80 DPD units for a polymer of chain length \( N = 60 \) to avoid wrap-around effects.
3. Results

3.1. Qualitative description

*Set 1* were executed with no polymer on the walls initially, with 5% and 10% polymer solutions in the bulk. This initial condition is a non-equilibrium situation between the surface and the bulk. After a transient phase of adsorption, the simulations were run long enough to come to an equilibrium in steady flow. For comparison, *Set 2* was run with preadsorbed polymer onto the walls initially, and had 5% polymer solution in the bulk. After shear was applied, some of the polymer desorbed by the shear forces before a new equilibrium state was reached. A visualization for the preadsorbed case in equilibrium is shown in figure 2. A layer of polymer remained on the wall, and a depletion layer developed between the adsorbed polymers and the bulk flow. The polymer chains stretched out and aligned with the direction of the flow, indicating a flow regime with shear thinning. *Set 1* showed similar behavior with adsorbed layer, depletion layer, and core region with flowing polymer. One can conclude that depletion layers also form in the presence of more hydrodynamically rough adsorbed layers.

The velocity profile for the 5% case (*Set 1*) without preadsorption is shown in figure 3. The velocity profile was obtained after adsorption equilibrium was reached. The velocity goes to zero at the wall since there is no slip at the wall. Close inspection shows that the velocity (averaged over both water and polymer beads) is slightly reduced inside the adsorbed layer compared to the no-adsorption case. For the preadsorbed case with the highest surface
density (80% surface coverage for the higher \( Wi \)), the velocity was reduced only by about 30% in the adsorbed layer, indicating that the polymers moved substantially while being adsorbed to the wall (sliding along the wall).

The concentration profile in figure 3 shows the characteristic "volcano" shape in the core flow, and the two outer concentration peaks correspond to the adsorbed layers. The depleted region corresponds to the local concentration minima (near zero concentration in the figure) close to the adsorbed layers. The density gradient from the core flow towards the depleted layers are in general smoother than the gradient at the boundary between the adsorbed and depleted layers.

### 3.2. Definition of the depletion layer width

The depletion layer thickness \( \delta \) was defined as the distance from the wall where the polymer concentration \( c \) is equal to its half-value,

\[
c(\delta) \equiv \frac{1}{2}\langle c(y) \rangle,
\]

where averaging \( \langle .. \rangle \) was performed over the full volume of the channel, excluding the adsorbed layer. The polymer bead number density was measured
in suitable bins $\Delta y$ in the wall normal direction $y$. The polymer concentration profile $c(y)$ could then be estimated [10]. It is reasonable to define the channel width in terms of the distance between the zero points in velocity, and to measure the depletion layer thickness relative to these points. For fully covered surfaces with strong surface-polymer interaction leading to essentially non-moving polymer, it would be more correct to use the outer boundary of the adsorbed layer as the reference point, and correct the channel width accordingly when estimating the effective viscosity.

3.3. Adsorption behavior

To test the ability of regenerating ”Langmuir-like” isotherms, we measured the adsorbed density with no flow and a number of different bulk concentrations. A volume visualization is shown in Figure 1 of the preadsorbed case (5% bulk volume fraction) before the body force was applied. The adsorbed layer was essentially a monolayer. Monolayer formation is also expected when the polymers repel each other. Otherwise, one could expect multilayer formation. By analyzing the time sequence, we found that the ap-
parent voids in the bulk volume were temporary and due to polymers being adsorbed at earlier times. We note that the polymers are indeed soluble in the water (given the interaction matrix $a_{ij}$) and do not leave voids due to phase separation.

The adsorption isotherm for a range of bulk concentrations is shown in Figure 4. It is consistent with a Langmuir isotherm where the surface density saturates above a certain bulk concentration $c \simeq 1/K$,

\[ \Gamma = \Gamma_{\text{max}} \frac{Kc}{1 + Kc}, \]

where $\Gamma$ is the measured excess surface density, $\Gamma_{\text{max}}$ the saturated surface density, $K$ is the equilibrium constant for the bulk-surface exchange, and $c$ is the bulk concentration of polymer.

The adsorbed density for the 5% solution with flow (initially clean surface) is also plotted Figure 4 for $Wi = 4$ and $Wi = 8$, showing that the surface density is reduced considerably with shear. Shear inhibits the adsorption for these cases due to polymer stretching and deformation that reduces cross channel diffusivity[11]. The other effects that inhibit adsorption is the hydrodynamic repulsion force that is the origin of the depletion layer[2], and repulsion to adsorbed polymer.

The adsorbed polymer chains stretched out and oriented with the flow, and large parts of the chains appeared to be adsorbed on the wall, with short loops extending into the flow. Polymer with only one end attached to the surface were rarely observed, as it would be a transient phenomenon. The concentration peaks at the wall (Figure 3), appear to be wider than the polymer radius. The reason for this is that short segments of the polymers extend into the flow, and the wall itself is rough with small gaps where the polymer can adsorb.

The amount of polymer adsorbed onto the walls as function of Weissenberg number is shown in the right panel of Figure 6 for all cases. By comparing the 5% and 10% cases, it is evident that higher concentration leads to more adsorbed polymer, as one would expect from any isotherm. However, the amount of adsorbed polymer is reduced with increasing shear rate due to inhibited adsorption for these cases. The pre-adsorbed case, corresponding to secondary polymer flooding into a channel, is shown in figure 6 with the label ”5%+”. The simulations begin with the walls fully covered. As the Weissenberg number increases, the shear stresses on the polymer layer increases, and some of the polymers desorb from the wall.
Figure 5: Concentration profiles for 5% (left), 10% (center) with initially clean walls, and the 5%+ preadsorbed case is shown to the right. The height scale is normalized in terms of the DPD unit length, and the concentration is in terms of counts per bin.

The total number of polymer chains for the 5% preadsorbed run and the 10% run are the same. This is interesting because in a non-flowing situation, the two cases would have identical adsorbed densities and identical bulk densities. The adsorbed densities are dramatically different with shear, the higher density for the desorption case (5%+ preadsorbed), consistent with the literature [11].

3.4. Concentration profiles

Concentration profiles for \( h = 13 \) nm for different Weissenberg numbers are shown in Figure 5. The thickness of the adsorbed layer (in terms of the width of the concentration peaks) does not vary much with \( Wi \) due to monolayer adsorption, and corresponds to the polymer chain radius including the undulations of the adsorbed polymer. However, the fraction of surface covered varies with bulk polymer concentration and shear rate, so that the amplitude of the concentration profile changes accordingly.

The figure also confirms that the bulk concentration is larger with higher shear as the surface density is lowered. This is very clear for the 10% case, where adsorption inhibition is at work. For the preadsorbed case (5%+), the difference between high and low shear rates is small due to the relatively inefficient desorption by the shear forces.
3.5. Depletion layer thickness as function of shear rate

Figure 6 shows the depletion layer thickness as a function of Weissenberg number (left panel). In our earlier work without adsorption[10], we found an approximately linear increase with Weissenberg number up to a constant asymptotic value for high Wi. This is also confirmed with the new simulations (Figure 6, left panel with label ”no Ad”). With adsorption, it is evident that the depletion width can in fact decrease for increasing Wi. The reason for this behavior is most likely the repulsive force between the polymers in the bulk and adsorbed polymer, since the repulsion force on a bulk polymer decreases with decreasing adsorbed density. There is also an apparent convergence between non-adsorbing and adsorbing depletion layer thicknesses for very high Wi, and this is consistent with desorption and smaller repulsion effect for higher Weissenberg number.

For any given Weissenberg number, there is no clear correlation between the adsorbed density of polymer (Figure 6, right panel) and the depletion layer thickness (left panel). This is contrary to expectation if the main effect is polymer repulsion with respect to the adsorbed layer. In section 4, we analyze this further and find that the most likely explanation is a delicate balance between the repulsion effect that expands the depletion layer and gradient diffusion back towards the wall that shrinks the depletion layer. The latter depends on the density gradient at the boundary of the depletion layer, but also the density itself when non-dilute polymer-polymer interaction in the bulk is important.
3.6. Effective viscosity

All the runs show reduced effective viscosity with higher Weissenberg number, which is consistent with shear thinning (Figure 6 middle panel). For a given Weissenberg number, the effective viscosity is lowered by an expansion of the depletion layer. In general, we also expect that the effective viscosity increases with increasing bulk concentration between the depletion layers. The two 5% cases had similar bulk concentrations in equilibrium (Figure 8, lower right panel). The reason for this is that the desorption for the preadsorbed 5% case is not very efficient, and the adsorption is small for the non-preadsorbed 5% case. Since these two cases have similar bulk polymer contributions to the effective viscosity, the difference in effective viscosity is mainly due to a difference in the depletion layer thickness for the same Weissenberg number. The depletion layer thickness is larger for the case with no pre-adsorption for $Wi < 5$ (by comparing the blue and red lines in the left panel in Figure 6) and the effective viscosity is therefore significantly lower (middle panel). The 10% case had similar depletion layer thickness as the preadsorbed case (violet and green, left panel), but much higher effective viscosity due to higher bulk concentration (Figure 8, lower left panel).
3.7. Depletion layer thickness as function of channel width

We also ran simulations with varying channel widths at \( Wi = 4 \) with 5% and 10% polymer solution without preadsorption. The results are shown in figure 7, and it is confirmed that the depletion layer width is larger with adsorption also for a range of channels widths from 10 to 30 nm. Furthermore, the depletion layer thickness increases monotonically as function of channel width, similar to the no-adsorption case. The right hand panel shows the depleted volume fraction \( \delta/h \), which is the main parameter for effective viscosity reduction. The effective viscosity is normally reduced when the depleted volume fraction increases for narrower channels. However, the increased bulk concentration may counteract this effect to some degree.

4. Phenomenological model for the depletion layer

In this section we develop an extended depletion layer thickness model based on the Ma and Graham concentration profile model for dumbbells and the simulation data. New mass flux terms are added that represent the repulsion between adsorbed polymer and polymer in solution, and enhanced gradient diffusion towards the walls for non-dilute solutions. The effective viscosity model we developed earlier [10] with input parameter \( \delta/h \), can be used in conjunction with the new model for \( \delta \).

4.1. Modified depletion layer model with adsorption

The cross-channel mass flux of non-interacting dumbbells in a dilute solution with no wall-adsorption is to leading order [2]

\[
j = V_d(y)n - D \partial_y n, \tag{8}
\]

where \( V_d \) is the local drift velocity due to Stokesian interaction between the dumbbell and the wall, \( n \) is the number density of dumbbells, and \( D \) is the Brownian diffusivity

\[
D = \frac{kT}{12\pi \eta a}, \tag{9}
\]

where \( a \) is the effective hydrodynamic radius of the dumbbell, and \( \eta \) is the solvent viscosity.

We introduce a drift velocity \( V_{pp} \) due to interaction between a polymer in the bulk and the adsorbed polymers, so that the new mass flux is

\[
j = V_d(y)n - D \partial_y n + V_{pp}(y)n, \tag{10}
\]
Figure 8: Depletion layer as function of Weissenberg number. Upper panels: Phenomenological model and simulation results for 5% polymer (dashed line and squares), 10% polymer (dash-dot line and triangles), and preadsorbed case with 5% polymer in the bulk (full line and asterisks). The thin line shows the case without adsorption (and 5% polymer in the bulk). Lower panels: Wall coverage in fraction of total surface area, and bulk volume concentration in percent as function of Weissenberg number. The symbols have the same meaning as for the upper panels. As the wall coverage decreases (and the bulk concentration increases), the depletion layer decreases mainly due to lowered wall repulsion.
with
\begin{align}
V_{pp}(y < L/2) &= +V_p[1 - H(y - y_p)], \\
V_{pp}(y > L/2) &= -V_pH(y - (L/2 - y_p)).
\end{align}

(11)

This formulation accounts for the short range effect of the polymer-polymer repulsion near the wall. \( H \) is the Heaviside step function, \( y_p \) the effective maximum interaction distance between the dumbbell and the wall, and \( V_p(Wi) \) varies only with the Weissenberg number to first order.

In Poiseuille flow between two flat walls separated by a distance \( h \), one can superpose the two single wall interactions as an approximation for the net drift velocity due to viscous Stokes interactions with the wall,

\[ V_d(y) = \frac{K(y)}{y^2} - \frac{K(h - y)}{(h - y)^2}, \]

(13)

with a notable distance variation of \( 1/y^2 \), and

\[ K(y) = \frac{3}{64\pi \eta n}(N_1(y) - N_2(y)), \]

(14)
in terms of the normal stress difference \( N_1 - N_2 \) of the dumbbells [30]. In plane parallel flow, \( N_1 = \tau_{xx}^p \) in terms of the polymer normal stress in the flow direction, and \( N_2 = 0 \).

In steady state there is no net mass flux of polymer normal to the wall \( (j = 0) \), and the formal solution to (10) for the number density profile is

\[ n(y) = n\left(\frac{h}{2}\right) \exp \left[ \int_{h/2}^y \left( L_d(z) \left( \frac{1}{z^2} - \frac{1}{(h - z)^2} \right) + \frac{V_{pp}}{D} \right) dz \right], \]

(15)

where the local depletion length scale is

\[ L_d(y) = \frac{K(y)}{D} = \frac{9}{16} \frac{N_1 - N_2}{nkT} a. \]

(16)

We used the half-value of the concentration to define the depletion layer thickness, giving

\[ \int_{h/2}^{h-\delta^*} L_d(z) \left( \frac{1}{z^2} - \frac{1}{(h - z)^2} \right) dz = \ln(1/2) + \frac{V_p}{D}[y_p - \delta^*], \]

(17)
where $\delta^*$ is the depletion layer thickness predicted by the model. It is assumed that the depletion layer thickness is smaller than the interaction distance, so that $y_p > \delta^*$. Otherwise, the concentration is reduced to one half before the polymer interaction takes place, and the correction has no effect. For high Weissenberg numbers, we obtain the approximation [10]

$$
\frac{\mathcal{L}_d}{\delta^*} \left[ \frac{4\delta^*}{h} - \frac{\delta^*/h}{1 - \delta^*/h} - 1 \right] = \ln(2) + \frac{V_p}{D}[y_p - \delta^*] \equiv \ln(2) + \alpha - \beta \delta^*, \quad (18)
$$

with a characteristic depletion length scale $\mathcal{L}_d$ that represents the typical value across the entire depletion layer in the absence of adsorption effects. By using asymptotic expansions for high $Wi$ [31],

$$
\mathcal{L}_d = \frac{9}{16} 2^{1/3} a (b Wi)^{2/3}. \quad (19)
$$

We found an improved fit to the data when the polymer persistence length $a$ diminished with Weissenberg number, as we found earlier in the absence of adsorption effects [10], and we use the same correction here. The parameter $b$ is the ratio between potential and thermal energy,

$$
b = HR_0^2/kT, \quad (20)
$$

in terms of the FENE-P (finitely extensible non-elastic Peterlin) spring force parameter $H$, and the maximum spring extension $R_0$. For the coarse grained polymer chains, we adopt an average value $b = 1.5$ for the potential energy between two coarse grained DPD units.

To first order in $\delta^*/h$, we obtain a solution to (18) of the form

$$
\delta^* = \frac{\mathcal{L}_d}{1 + 4\mathcal{L}_d/h}, \quad (21)
$$

where the corrected depletion length scale is

$$
\mathcal{L}^*_d = \frac{\mathcal{L}_d}{\ln(2) - \alpha}, \quad (22)
$$

which increases with increasing repulsion from the adsorbed layer. The corresponding Péclet number is

$$
\alpha = \frac{V_p}{D} y_p = \frac{V_p}{D/y_p}. \quad (23)
$$
The drift velocity $V_p$ is necessarily proportional to the surface density of polymer as the net repulsion force on a flowing polymer is the sum of all forces acting on it, so that
\[ V_p \simeq q\Gamma. \] (24)

Hence, the Péclet number increases linearly with the adsorbed density as well, and $q$ is a constant. A good fit to the adsorbed density from the simulations is obtained with the form
\[ \Gamma = \Gamma_{\text{max}} \frac{Kc}{1 + Kc} \times \left\{ \frac{1 - f}{1 + k(Wi)^r} + f \right\}, \] (25)

where the first factor is the Langmuir isotherm, providing the zero-shear $Wi = 0$ limit. The factors $K, k, r$ are fitted constants. Figure 8 (lower left) confirms that this algebraic functionality with $Wi$ fits the adsorbed density well with an asymptote $f$ for high Weissenberg number. A similar decrease with $Wi$ was found by Dutta and co-workers using kinetic theory[15], although their results had $f = 0$.

The Péclet number can now be written
\[ \alpha(Wi) = q y_p \frac{\Gamma_{\text{max}}}{D} \frac{Kc}{1 + Kc} \times \left\{ \frac{1 - f}{1 + k(Wi)^r} + f \right\} \]
\[ \equiv \frac{\alpha_{\text{max}}}{1 + k(Wi)^r} + \alpha_{\text{min}}, \] (26)

where $c$ is the bulk concentration for $Wi = 0$, and $\alpha_{\text{max}}, \alpha_{\text{min}}$ are functions of $c$ and $\Gamma_{\text{max}}$. The Langmuir constant $K$ corresponds to $Wi = 0$. The depletion layer thickness may decrease with higher shear rate as the adsorbed density decreases. However, this behavior depends on the rate of variation of the adsorbed density with $Wi$ in relation to the variation of $\Delta_d \sim Wi^{2/3}a$.

Indeed, the simulation results show that $\delta$ decreases with shear rate for the higher $Wi$ (Figure 8, upper panels).

4.2. Adding non-dilute polymer-polymer interaction

In non-dilute solutions, polymer-polymer short range interaction may lead to increased back-diffusion towards the walls where the concentration gradient is large. Hence, the depletion layer tends to thin for increasing bulk concentration [32, 33, 23]. We introduce a corresponding drift velocity $V_c$,
\[ j = V_d(y)n - D\partial_y n + V_{pp}(y)n + V_c(y)n. \] (28)
The collisional drift is due to amplification of the diffusion coefficient and to first order, the associated increase in the mass flux is \[ V_c(y)C = -k_D DC\partial_y C, \quad (29) \]

where \( k_D C \ll 1 \), and \( C \) is the local concentration in terms of mass fraction, and \( k_D \) is of order unity. Hence, \[ V_c(y) = -k_D D\partial_y C \simeq -k_D D C b / l, \quad (30) \]

and \( V_c \) is sensitive to the local concentration gradient at the boundary of the depletion layer. Here, \( l \) is the length scale of the concentration gradient, and \( C_b \) is the bulk concentration measured as the average value within the depletion layers. This was fitted with \( C_b = \zeta (1 - m \Gamma) \), where \( m \) and \( \zeta \) are constants. The gradient length scale \( l \) could be found from the measured concentration gradient \( \partial_y C \), by \( l = C_b / (\partial_y C) \).

The final model of the Péclet number that includes both collisional and adsorbed layer effects, is then \[ \alpha(Wi) = \frac{\alpha_{\max}}{1 + k(Wi)^r} + \alpha_{\min} - \alpha_c C_b / l, \quad (31) \]

where \( \alpha_c \) is constant. This was used together with (21) and (22) to model the depletion layer thickness.

4.3. Comparison to the simulations

The upper integration limit \( h \) of the integral (17) is by definition the position in the channel where the concentration of free-flowing polymer has declined to zero. This is at the boundary of the adsorbed layer in our case, and not at the solid wall. For the simulation data, we defined the depletion layer thickness with the solid wall as the reference point as discussed above. Thus, the depletion layer model is comparable to the data if the thickness of the adsorbed layer \( \delta_{ads} \) is added to the model result, \[ \delta^* = \frac{T_d}{1 + 4L_d/h} + \delta_{ads}. \quad (32) \]

This model captures the trends and magnitudes in the simulation data, seen by comparison of the upper panels in Figure 8.
The average concentration gradient in the boundary of the deplet ion layer was taken from the measured concentration profiles. It was estimated as the difference between the maximum concentration in the bulk (for the two concentration peaks) and the minimum concentration in the depletion layer, divided by the distance between these two points. For the preadsorbed case, the concentration gradient was significantly higher for all Weissenberg numbers. The 5% and 10% cases had similar gradients (23.9 and 24.6 for Wi = 4, and 17.9 and 29.6 for Wi = 8, in normalized units). The 5% preadsorbed case had higher gradients (29.4 for Wi = 4, and 35.4 for Wi = 8).

The parameters $\alpha_{max}$ and $\alpha_{min}$ were found by fitting the adsorption model for $\Gamma$ to the adsorbed density data. This implies that the history effects are incorporated as input parameters via the measured adsorbed density at high and low shear rates. A constant $\alpha_c$, and varying $l$ corresponding to the measured gradients, resulted in a good overall fit to the simulation data. The area fraction (Figure 8, lower left panel) was fitted with the function for $\Gamma(Wi)$ given above, and served as input to the model. The bulk concentration $C_b(Wi) \sim 1 - m \Gamma(Wi)$ increases significantly with Weissenberg number (lower right panel) when the adsorbed density is reduced (lower left panel), and it increases more for smaller channel width.

5. Discussion

The role of the adsorbed layer is important in the context of polymer flooding also in terms of reduced permeability [6]. If the wall coverage is large, such that the velocity is close to zero at the interface between the adsorbed layer and the flow, then it is reasonable to treat the adsorbed layer as a solid structure, and reduce the channel width (or permeability) accordingly. If the wall coverage is moderate, then the layer next to the wall may constitute a mix of moving water and slowly moving polymer, and the velocity approaches zero only at the solid wall. In this case, it would be more correct to keep the original pore size or channel width when calculating the effective viscosity.

When the Weissenberg number (shear rate) is increased, the adsorbed density is reduced in general. However, the adsorbed amount of polymers in equilibrium is not solely dependent on the Weissenberg number for a given bulk concentration, but rather on the initial level of adsorption before shear is applied. This relates directly to primary and secondary polymer injection, where a secondary injection is already subject to an adsorbed layer deposited
during the primary injection. Once adsorption has occurred, the shear forces
needed to induce desorption to a given adsorbed density is greater than the
shear rates that are necessary to limit the adsorbed density to the same
level (from an initially clean surface)[11]. The phenomenological model can
account for this by treating the adsorbed density at high shear as an input parameter, which indirectly reflects the preadsorbed value of the surface
density.

Reduced cross-channel diffusivity by polymer stretching (anisotropic dif-
fusion, or Kirkwood-diffusivity) was not accounted for in the phenomenolog-
ical model, and this would operate to some level whether we have adsorption
or not. A stretched out polymer in a straight channel would have lower
wall-normal diffusivity and longer cross-stream diffusion time. The position
of the polymer with respect to the wall can therefore depend on the initial
position of the polymer in the simulations. It is therefore essential to have
a uniform polymer distribution as an initial condition to make the results
less sensitive to the initial configuration of the system. For the current sim-
ulations, the polymer length was limited, hence the cross channel diffusion
would be higher than for the typical HPAM length (if the polymers chains
are not broken/degraded by shear). This would also imply a smoother concen-
tration profile than for HPAM, and the depletion layer thickness defined
in terms of the half-value of the average bulk concentration would possibly
be marginally larger for smoother density profiles.

Every polymer bead in our DPD simulation had the same property, while
real polymers usually have only a few active sites along the polymer chain
that can efficiently adsorb to the surface. Real polymers would then possibly
have longer loop segments extending into the flow as compared to our DPD
polymers, with an effectively wider and more "fuzzy" adsorbed layer. It
would be possible in future studies to have different bead types with different
adsorption properties to study the effects of longer loops extending into the
flow.

6. Conclusions

Dissipative Particle Dynamics (DPD) simulations were used to quantify
the effect of polymer adsorption on the depletion layer and effective shear
viscosity in microchannel Poseuille flow. The depletion layer thickness can
increase due to adsorbed polymer via polymer-polymer repulsion, leading
to reduced effective viscosity. Repulsion between HPAM polymers used for
polymer flooding in oil reservoirs occurs between a few active groups in the polymer molecule in low salinity water as a result of electrostatic repulsion between charged carboxylate groups. One would therefore expect that the same mechanism operates in these systems. We found that the repulsion effect increased the depletion layer thickness and reduced the effective viscosity \( \mu_e = h^2 G/(12U) \). The depletion layer expansion was counteracted to some degree by non-dilute enhancement of the diffusivity.

The adsorbed density followed a shear modified isotherm, with lower polymer adsorption for higher shear rate, thereby reducing the repulsion and the depletion layer thickness for higher Weissenberg numbers. This is in stark contrast to a case with no polymer adsorption, where the depletion layer thickness increases monotonically with the shear rate (as \( W_i^{2/3} \) from the dumbbell model).

A phenomenological depletion layer model \( \delta(W_i, h) \) was developed by modifying the Ma-Graham dumbbell model with wall repulsion and diffusion correction for non-dilute solutions, including a shear modified adsorption isotherm. This model is purely algebraic, and can serve as as input to effective viscosity models \( \mu_e(W_i, \delta/h) \), such as the one we developed earlier [10]. The phenomenological model for the depletion layer contains many parameters, but we hope that the model can serve as a fruitful starting point to construct applied models since all the model ingredients are physically based.

The net outcome for the effective viscosity depends on the delicate balance between increased repulsion from the adsorbed layer (lowering the effective viscosity by depletion layer expansion), increased bulk concentration (increasing the effective viscosity), and enhanced gradient diffusion (increasing the effective viscosity by shrinking the depletion layer). For secondary polymer injection, we expect higher adsorbed density for the same shear rates, as it is more difficult to desorb previously injected polymer. This history effect influences the effective viscosity via the coupling between the adsorbed density and the depletion layer thickness.
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