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Abstract

We present a model for hydraulic fracturing and damage of low permeable rock.

It computes the intermittent propagation of rock damage, microseismic event lo-

cations, microseismic frequency-magnitude distributions, stimulated rock volume

and the injection pressure. The model uses a regular 2D grid and is based on ideas

from invasion percolation. All damaged and connected cells during a time step

constitute a microseismic event, where the size of the event is the number of cells

in the cluster. The magnitude of the event is the log10 of the event size. The model

produces events with a magnitude frequency distribution having a b value that is

approximately 0.8. The model is studied with respect to the physical parameters:

permeability of damaged rock and the rock strength. “High” permeabilities of

the damaged rock give the same b value ≈ 0.8, but “moderate” permeabilities

give higher b values. Another difference is that “high” permeabilities produce a

percolation-like fracture network, while “moderate” permeabilities result in dam-

age zones that expand circularly away from the injection point. In the latter case

of “moderate” permeabilities, the injection pressure increases substantially be-

yond the fracturing level. The rock strength and the time step do not change the

observed b value of the model for moderate changes.

Keywords: Hydraulic fracturing, rock damage, microseismicity
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1 Introduction

Shales are tight rocks with a permeability that is normally less than 10−19 m2,

which means that they are almost impermeable (Neuzil, 1994). Therefore, it is

practically impossible to inject into or produce pore fluids from shales. The in-

jection of fluid under high pressure can fracture and damage the shales and may

create a fracture network that allows the fluid to enter the rock matrix. The fluid

pressure has to exceed the least compressive stress in order to drive the damage

process and open the rock for fluid flow (Zoback, 2010). The fracture network has

to be pervasive in order to enable the shales to produce substantial quantities of

pore fluids such as gas and oil (Norris et al., 2016). The hydraulic fractured and

damaged shales can therefore be attributed an effective permeability. The term

damaged is used to denote a complex fracture network, which is both coarse and

fine and fills a rock volume (Busetti et al., 2012b,a).

If the hydraulic fracturing process had created a planar fracture, which may be the

result of hydraulic fracturing, it would not have been possible to inject fluid into

the rock matrix or to produce pore fluids from the rock matrix (Norris et al., 2016).

In the case of a planar fracture in a tight rock, all the injected fluid becomes stored

inside the fracture, without any leak-off into the rock matrix. This is what happens

during the formation of magmatic intrusions such as sills and dikes (Spence and

Turcotte, 1985). The molten magma that fills the fractures remains there, solidi-

fies and becomes a manifestation of the fracture geometry (Spence and Turcotte,

1985).

The physical processes involved with the hydraulic fracturing of shales and the

associated production of the large quantities of oil and gas are poorly under-

stood (Turcotte et al., 2014). There are indications that the shales suitable for

oil and gas production by hydraulic fracturing have a carbonate cemented fracture

network formed over a long geohistory (Norris et al., 2014b, 2016; Turcotte et al.,

2014). The carbonate minerals have low strength, and the cemented fractures may

be opened by the injection fluid under high pressure. The carbonate cemented

fracture network is so fine that it gives access to the fine pores of the shales.

The aim of the current work is to demonstrate a modelling framework for the hy-

draulic fracture process that can produce realistic microseismicity and estimate

the volume of damaged rock. The model builds on the loop-less invasion percola-

tion model developed by Norris et al. (2014b,a), which is extended with a pressure

equation. The model then allows for the simulation of microseismic events, where

locations, microseismic frequency-magnitude distributions, stimulated rock vol-

ume and time variations in the injection pressure are properties in real space and
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time, as opposed to a pure percolation model (Norris et al., 2014b,a).

This paper is organized as follows: A short review of different models producing

microseismicity is given, the algorithm for hydraulic fracturing and rock damage

is presented, and microseismic events and event sizes are explained. The numer-

ical solution of the pressure equation is formulated and the stationary pressure

solution is introduced. The numerical model is demonstrated, before magnitudes

and frequency of events are reported.

2 Models producing microseismicity by fluid injec-

tion

There does not appear to be one standard approach to modelling the mechani-

cal processes that generate microseismicity and the distribution of microseismic

events. Instead, there are a number of quite different approaches. An important

reason for the variety in approaches is the intermittent behaviour of the fracturing

process, which is not handled by standard continuum mechanics. Continuum me-

chanics normally deal with processes that are smooth and well behaved in time

and space. Another reason is that the intermittent nature of microseismicity can

be represented in a number of different ways.

One of the first approaches that modelled the intermittent behaviour of a hy-

draulic fracturing was the beam model developed by Tzschichholz et al. (1994)

and Tzschichholz and Herrmann (1995). The beam model is a representation of

an impermeable solid matrix by a 2D regular grid of square cells, where four

beams are welded together at each intersection. The beams, which are the cell

sides, are assigned random strength in terms of strain. The beams along the frac-

ture surface become stretched when fluid is injected into the fracture, and they will

eventually break. The breaking can release a chain of broken beams, where clus-

ters of broken beams become events. This modelling approach was later extended

with leak-off and Darcy flow in the matrix by Tzschichholz and Wangen (1998).

The beam model has evolved into finite element models for hydraulic fracturing,

where the beam representation of the matrix is replaced by finite elements with

Biot poroelastic properties (Wangen, 2011, 2013).

A different approach is taken by the Discrete Fracture Network (DFN) models,

which consider fracturing and fluid flow in a predefined fracture network. An

early example is the model suggested by Bruel and Charlety (2007) for simula-

tion of the microseismicity induced by hydraulic fracturing at the geothermal site

(To appear in Pure Appl. Geophys.) 4 (DOI 10.1007/s00024-017-1718-4)



Soultz sous Forêts in France. The DFN model uses a power law distribution of

fracture sizes (Bruel, 2007). The matrix is assumed impermeable, and the fluid

flow is restricted to the fracture network. The model is capable of modelling shear

failure and realistic microseismic locations for an injection pressure that is less

than the least compressive stress. A similar approach is used in the commercial

tool UDEC (Itasca International, 2016), which simulates the propagation of frac-

tures along predefined planes, where flow occurs in the fracture planes (Riahi and

Damjanac, 2013).

The idea to populate a model with fractures with a given size distribution is ap-

plied in more complex models, where predefined fractures may break and release

seismic energy. Izadi and Elsworth (2014) have seeded discrete penny-shaped

fractures within the reservoir volume, where reservoir geochemistry and stress

are modelled with the coupling of ToughReact and Flac3D simulators as demon-

strated by Taron et al. (2009). The predefined or randomly seeded fractures may

slip as the pore pressure increases due to fluid injection and thereby release mi-

croseismic events. A similar approach is taken by Verdon et al. (2015), where the

locations, orientations and sizes of pre-existing fractures in the In Salah reservoir

are reconstructed using a geomechanical model. A Mohr-Coulomb fracture con-

dition is used to determine if the modelled stress triggers shear failure and fault

slip. The modelling approaches taken by Izadi and Elsworth (2014) and Verdon

et al. (2015) lead to complex models, which involves a number of assumptions

and associated parameters.

A simpler approach to the modelling of microseismic events is taken by Rothert

and Shapiro (2003), where they are assigning a random critical fluid pressure to

each cell in a numerical grid. A parabolic pressure equation is solved numerically

with the finite element method assuming a homogeneous background diffusivity,

where the pressure distribution is driven by a point source for fluid. Whenever the

pressure in a cell exceeds the critical pressure a microseismic event is triggered.

The model gives realistic locations in space and time, but there is no feedback

from the seismic events on the permeability. The model produces a seismic cloud

that expands in accordance with analytical models (Shapiro et al., 2006), although

it does not produce a microseismic size distribution. Langenbruch and Shapiro

(2014) found that a Gutenberg-Richter relation for the microseismic events results

from a power-law size distribution of the fracture surface area.

Microseismicity, like seismicity, is observed as events with frequencies and mag-

nitudes that follow a power law distribution (Baan et al., 2013). A wide range

of natural phenomena are observed to have event sizes with a power-law distri-

bution (Turcotte, 1997). Examples of models for such phenomena are the sand

pile model (Bak et al., 1987), earthquake models (Crampin and Gao, 2015), nat-
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ural hydraulic fracturing (Miller and Nur, 2000), pore throat models for immisci-

ble displacement in porous media (Furuberg et al., 1988; Aker et al., 1998) and

acoustic emissions by triaxial testing of rocks (Amitrano, 2003, 2012). A key to

the modelling of event size distributions with a regular grid of cells is that the

model can produce bursts of single cell events, which may be triggered when one

cell becomes critical. The triggering of a single event leads to the redistribution

of excess mass or energy with neighbour cells, which in turn may become critical,

and in this way may set off an avalanche of single cell events. A connected cluster

of neighbour cells is a main event, where the number of cells in the main event is

the event size.

Norris et al. (2014b,a) have suggested an invasion percolation model that produces

realistic micro-seismic event size distributions. Invasion percolation is a dynamic

percolation process, which was introduced by Wilkinson and Willemsen (1983)

to model the displacement of one fluid by another in a porous medium with cap-

illary effects. The bonds in the 2D model represent pore throats, and they are

assigned different capillary thresholds. Invasion percolation produces bursts (Fu-

ruberg et al., 1988, 1996). A burst results when the fluid overcomes a pore throat

with a high capillary threshold and then has access to a number of new pores with

the possibility of a lower capillary threshold. Norris et al. (2014b,a) make use of

the same idea, where rock strength rather than capillary threshold, controls the in-

vading fluid. Another difference is that there are no loops in the branching fracture

structure produced by the invading fluid. The reason for this assumption is that

the pressure difference across an unbroken bond between two fracture branches is

too small to break the bond (Norris et al., 2014b,a).

3 An algorithm for hydraulic fracturing and rock

damage

The model treats a 2D horizontal layer discretized with a regular grid of square

cells. The centers of two nearest neighbour cells are connected by a transmis-

sibility, also called a bond (see figure 1). The intact bonds initially have shale

permeability. Fluid injection starts in the center cell of the grid. The center cell

is initially assigned a high “damage” permeability. When injection starts the fluid

pressure rises quickly in the initially damaged cell, which eventually leads to the

damage of a new intact bond and the corresponding intact cell. The broken bond

gets “damage” permeability, which allows the fluid to invade the newly damaged

cell. It is only the intact bonds connected to the damaged cells that are subjected

to an increasing fluid pressure. Therefore, only the intact bonds that lead from
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(a) (b)

Fractured bond 

Damaged element Damaged elementDamaged element Intact element

Intact bond

Figure 1: (a) The bonds that can be damaged are the ones that lead from a dam-

aged element to an intact element. Only the damaged cells have an elevated fluid

pressure due to injection. (b) When the bond becomes damaged, this implies that

the intact cell also becomes damaged.

Figure 2: The broken bonds form branching paths into the rock. There are no loops

in the path, similar to loop-less invasion percolation, which means that there is at

maximum two bonds, one bond into a cell and one out of the cell.
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damaged cells to intact cells can break, as illustrated in figure 1. Injection main-

tains a fluid pressure that propagates the damage into the intact rock, away from

the injection cell, as shown in figure 2.

The grid is aligned with the principal stresses of the local horizontal stress field,

where the local stress field may be anisotropic. A bond is compressed by the

principal stress acting normal to its sides. Breaking of a bond happens when the

fluid pressure exceeds the compressive stress of the bond plus the bond strength.

This ensures that the damage process propagates normal to the least compressive

stress in case of equal bond strength. The bond strengths are assigned random

values, accounting for the heterogeneous nature of the shale. In the case examples

presented later, the stress field is assumed isotropic in the plane, with the vertical

stress as the largest principal stress.

Random bond strength is a simple representation of the strongly heterogeneous

nature of rocks. This heterogeneity is due to depositional features such as vari-

able grain size and mineral composition, but also features that are acquired during

a long geohistory, such as a fracture network that is healed by precipitation of

the mineral cement. Percolation models represent heterogeneity by normalized

strength, which is simply the uniform distribution between 0 and 1. This model

uses a uniformly distributed bond strength between zero and a maximum value.

The introduction of a pressure equation and bond strength with units of Pa brings

the ideas of a percolation model closer to real cases of hydraulic fracturing. For

instance, the proposed model leads to predictions of damaged rock volume, injec-

tion pressure and microseismicity in real time and real space, results that can be

compared with observations.

Propagation of one fracture is driven by the stress enhancement at its fracture

tips. How the stress enhancement and fracture interaction control the propa-

gation in heterogeneous rocks are studied numerically by several different ap-

proaches (Flekkøy et al., 2002; Niebling et al., 2012; Ghani et al., 2013; Wangen,

2011, 2013). These models have in common that they solve for the full stress field

in the rock matrix, when a few fractures are explicitly represented. The damage

approach to the hydraulic fracturing assumes that the number of fractures is so

large and that they are so fine that it is practically impossible to represent each

of them. The fracture propagation is assumed controlled by the strong hetero-

geneous nature of the rock, where interactions of microfractures take place on a

length scale that is much less than the size of an element. The element size is typ-

ically several meters. Therefore, the bond fracture condition, which is based on

the fluid pressure, is a simplification that ignores details of the fracture network.

It represents two main aspects of the fracture process. First, the fluid pressure

must exceed compressive stress in order to dilate the damaged rock and thereby
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propagate the damaging. The second aspect is the impact of heterogeneities on

the damage process.

The damage of rocks is associated with micro-crack nucleation and propaga-

tion (Amitrano, 2006). Once a bond is damaged, its transmissibility also changes

from intact to damaged. The damage permeability allows the fluid to flow through

the bond and invade the newly damaged cell. The dilation of the damaged zone

by a fluid pressure exceeding the compressive stress leads to a pressure dependent

permeability. Constant damage permeability is used as a simplification when the

fluid pressure is larger than the least compressive stress.

Microseismic events have been differentiated as “wet” and “dry” events (Maxwell

et al., 2015). The dry events are triggered by mechanical stress changes that do

not directly involve the fluid pressure. On the other hand, the wet events are trig-

gered by an increasing fluid pressure, which pushes a Mohr circle to the left until

it touches a failure envelope and thereby creates a shear event (Maxwell et al.,

2015). Hydraulic fracturing in low permeable rock is normally understood as

being tensile, where the fluid pressure opens the fractures (Zoback, 2010). The

microseismicity directly related to the tensile fracturing constitutes “wet” frac-

tures. The actual fracturing process taking place in a heterogeneous shale with an

anisotropic regional stress field may involve a combination of tensile fracturing,

shear fracturing, damage and reopening of cemented fracture networks, where the

fracturing is not localized to one or a few well-defined fracture planes.

4 Microseismic events and event sizes

Our numerical procedure is based on time stepping, where the pressure equa-

tion may need repeated solutions at each time step as long as there are critically

pressured bonds. A time step begins with a numerical solution of the pressure

equation. Several bonds may then be in a critical state, having a fluid pressure

that exceeds the least compressive stress plus the bond strength. The most critical

bond is selected and broken. The fluid can then invade a new cell, which implies

that the next numerical solution for the fluid pressure becomes slightly reduced in

the network of damaged cells. If there are still more critically stressed bonds with

the new reduced pressure, then the most critical bond is broken, and the same pro-

cedure continues repeatedly until there are no more critical bonds. The pressure

equation has to be resolved after each breaking of a bond in order to account for

the newly damaged bond and cell in the fracture network.

The broken bonds and cells are counted and all connected broken cells during
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a time step constitute a cluster, which forms a fracture or damage event. In the

loop-less fracture network the number of broken bonds is the same as the number

of broken cells. Breaking one bond always implies that one cell is also broken.

It is these clusters that are the microseismic events, where the size of the event

is the number of cells in the cluster. There are normally a few clusters with a

large number of cells and a large number of small events, with just a few cells.

The magnitude of the event is the log10 of the event size. The space location

is the center of gravity of the cluster, and the current discrete time is the time

location. The procedure is similar to how microseismicity is modelled with loop-

less invasion percolation (Norris et al., 2014b,a), except that the addition of the

pressure equation brings real space, real time and fluid pressure into the model.

5 Numerical solution for fluid pressure

Each breaking of a bond opens a new cell for fluid. A new solution of the pressure

equation is therefore required to account for the pressure change that results from

the fluid entering the new cell. The fluid pressure is governed by the following

pressure equation

φα(x)
∂p

∂t
−∇ ·

(k(x)

µ
∇p

)

=

{

q for the injection cell

0 otherwise
, (1)

which accounts for the mass conservation in the damaged cells and the rock. The

Appendix provides a derivation of equation (1) from the conservation of fluid mass

and a definition of the effective compressibility. The symbol φ is porosity, α(x) is

the effective compressibility, k(x) is the permeability field, µ is the viscosity and

p is the overpressure. The overpressure is the fluid pressure minus the hydrostatic

pressure. There are large uncertainties related to the effective values of porosity,

compressibility and permeability of the damaged rock. These parameters depend

on the properties of the fracture network and how they are related to the fluid

pressure. The pressure equation is simplified by using constant values for these

properties, because of the uncertain nature of damaged rock. The permeability

and the effective compressibility are the parameters that change for a cell that goes

from intact rock to damaged rock. The transmissibility that connects a damaged

cell with an intact cell is based on the harmonic mean of the permeabilities kD for

damaged rock and kI for intact rock, respectively,

kM =
2

1/kD + 1/kI
, (2)

when the two cells are connected in series. The harmonic mean becomes domi-

nated by the low permeable rock. The average is close to kM ≈ 2KI , even if the
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permeability of the damaged rock is larger than that of the intact rock by several

orders of magnitude. The way in which the transmissibilities appear in the finite

volume formulation is shown in the Appendix. The effective compressibility is αI

for intact rock and αD for damaged rock.

Pressure equation (1) is discretized with a finite volume method, as shown in

the Appendix. The initial pressure is hydrostatic and the external boundaries re-

main hydrostatic. Hydrostatic boundaries are the same as zero overpressure at the

boundaries. Fluid is injected at a constant rate at the center cell of the grid. The

default implementation solves for the pressure in every grid cell. This is a neces-

sary approach for permeable rocks, where there is an important leak-off from the

damaged cells into the intact cells. In case the intact cells have a shale permeabil-

ity, there will be almost no leak-off from the damaged cells into the intact cells. It

is not necessary, in this case, to solve for the pressure in the intact cells. The nu-

merical solution can then be restricted to the damaged and permeable cells, since

the fluid flow is restricted there. The intact cells retain their initial hydrostatic

pressure until they are damaged. This approach allows for a numerical pressure

solver that is much faster, but a little less straight forward to implement.

The approach of solving only for fluid flow in the damaged cells is therefore

adopted, as the model is applied to intact rock with shale permeabilities. The

boundary conditions are therefore zero overpressure in all the intact neighbour

cells to the damaged cells. This approach becomes considerably faster since the

number of damaged cells starts with the injection cell. Although the number of

damaged cells grow, it will always be much less than the total number of cells in

the grid. For example, in a grid with 500 × 500 = 25000 cells, where less than

2500 cells become damaged, this approach is at least 10 times faster than solving

for the pressure in all the cells.

6 Stationary solution for fluid pressure

The algorithm can also be tested in the regime where the damaged rock perme-

ability is sufficiently large for the pressure difference to be negligible between the

injection cell and the most distant damaged cells. In this case, the overpressure is

papx =
Qt

φαDVD

, (3)

where VD is the volume of the damaged cells. Then, all damaged cells have almost

the same pressure, which is controlled by the compressibility, the volume of fluid
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injected and the volume of damaged rock. The approximate solution (3) is the sta-

tionary solution of equation (1) after a volume Qt has been injected, assuming no

leak-off into the intact cells. The constant stationary pressure is the solution, after

injection is stopped and all pressure transients have died out. The time needed for

the transients to die out can be estimated with characteristic time

t0 =
1

kD
φαDµr

2
max, (4)

where rmax is the average radius of the damaged zone. For cases with a high dam-

age permeability and almost no leak-off, it turns out that the numerical pressure

solution for the injection cell, where the pressure is at maximum, is just slightly

above the stationary solution (3). The pressure (3) is a good approximation, when

the time constant t0 for reaching a stationary state is short compared with the

injection time, which is the case with high permeabilities for the damaged rock.

Even if the approximation (3) cannot always be used in the simulations it is still

useful as a reference solution. The numerical solution will often be close to the

approximate solution, even in cases where pressure transients are important. The

solution (3) is also the average overpressure pav in the damaged rock volume, and

it can be used to estimate the bulk volume of damaged rock,

VD =
Qt

φαDpav
. (5)

This is the stimulated bulk volume by the hydraulic fracturing process. This

estimate is useful during injection as long as the permeabilities are high and

pav ≈ papx. The volume of damaged rock can be used to estimate the radius

of the damaged zone when it propagates radially away from the injection site.

Setting VD = hr2 gives the radius

r(t) =

(

Qt

πφαDpavh

)1/2

, (6)

as a function of time, where h = 1 m is the unit thickness of the 2D layer.

7 Numerical demonstration

The model behaviour depends on physical properties such as the damaged rock

permeability and the bond strength, but it also depends on numerical parameters

such as the time step and the grid resolution. The model is first demonstrated with
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Parameter Value Units

number of time steps 25 -

number of cells x- and y-dir (n) 200 -

model size in x- and y-dir (l) 600 m

shale permeability (kI) 1e-19 m2

damage permeability (kD) 1e-8 m2

porosity (φ) 0.15 -

injection rate (Q) 60 m3 h−1

simulation time (tend) 24 h

least comp. stress (σ′

h) 25 MPa

eff. compressibility (αD) 1e-8 Pa−1

max strength (smax) 10 MPa

Table 1: The parameters used in the reference case.

the parameters in table 1, which serves as a reference case. Common for all cases

is an isotropic stress state in the plane. The fracture condition is that the fluid

pressure must exceed the least compressive stress plus the bond strength in a cell.

The bond strength has a uniform distribution of random values in the interval from

zero to smax = 10 MPa. The effective compressive stress is σ′

h = 25 MPa, which

is the least compressive stress minus the hydrostatic fluid pressure. It could, for

example, be the stress state at 2 km depth, assuming that the vertical stress is the

largest principal stress.

Figure 3 shows how the damaged rock volume develops in case of a damaged

rock permeability of kD = 1 · 10−8 m2. The damaged rock volume propagates

away from the injection point as a structure that appears similar to a percolation

network. The growth of the damage zone takes place in random directions by ad-

dition of clusters of different sizes. Each microseismic event is a cluster, and the

clusters are not dense. A particular feature of the network is that it has no loops.

The fracture branches do not reconnect to form loops, as seen from figure 4. It

should be mentioned that the no-loop feature is built into the model, and it is not

the result of a parameter choice. The large permeability of the damaged rock ac-

counts for the dilation of the damage zone due to the fluid pressure exceeding the

least compressive stress. When this value is used with a parallel plate model for

fracture permeability it gives a plate separation of 0.3 mm. The large permeabil-

ity implies a low pressure difference between the injection cell and the perimeter

cells of the damaged area. Some bonds have a sufficiently high strength to remain

intact.
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Figure 3: The development of the damaged rock zone is plotted at four different

time steps for the case of an isotropic stress state in the xy-plane. The figure shows

how the volume of damaged rock has propagated randomly in different directions

after addition of clusters of different sizes. Furthermore, the zone of damaged rock

is not dense, but it has holes. The damaged rock appears similar to a percolation

cluster at each time step. The final stage (time step 25) is plotted in figure 4.
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Figure 4: The broken bonds that constitute the network of damaged cells at the

end of the simulation. Each bond connects two damaged cells, and there are no

loops in the network.
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Figure 5: (a) The injection fluid pressure as a function of time. (b) A closer look

at the oscillations in plot (a).

The injection pressure is plotted in figure 5 as a function of time. The fluctuations

are due to the random strength of the bonds. There is a slight trend of increasing

fluid pressure, which is related to the increasing distance to the rim of the damaged

zone. The numerical solution is compared with the stationary solution in figure 5,

and they are close. This is because the permeability is sufficiently high in the

damage zone to make the characteristic time for the decay of transients, given by

equation (4), short compared with the injection time. The time constant is only

t0 = 1.5 s when rmax = 100 m, and the compressibility and the viscosity are taken

from table 1.

Figure 6 shows how the events are distributed on the grid. The colour of the circles

gives the time of the events, and the ball size shows the size of the events. The

colours show that the damage zone expands first up and down, then to the left and

finally to the right. The damage zone develops quite differently from a circular

expansion away from the injection point. The events are plotted in figure 7a as

they appear in time. Events of different sizes seem uniformly distributed in time.

The events are plotted by their radial distance from the well as a function of time

in figure 7b. The plot indicates a depletion of events in the near well zone after

t = 14 h. The elements that remain intact near the injection cell are connected

with bonds that are too strong relative to the injection pressure. The events may be

limited in space and time by a front and a back front, as demonstrated by Shapiro
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Figure 7: (a) The event sizes as a function of time. (b) The event radius (distance

from well) as a function of time.

et al. (1997) and Rothert and Shapiro (2003), where both fronts may increase

proportional to t1/2. The front delimits where the damage zone propagates into the

intact rock, and the back front marks the area that is depleted of microseismicity.

The events in figure 7b are too scattered to allow for the fitting of a precise curve

for the front and the back front.

8 Magnitude and frequency of events

The magnitude of an event with size S is

M = log10 S, (7)

where the size S is the number of broken cells. Therefore, the size of an event is

proportional to the area of the damaged rock in 2D or the volume of the damaged

rock in 3D. Our model with loop-less fracture branches has the same number of

broken bonds as broken cells. The percolation model of Norris et al. (2014b,a)

defines the event size as the number of broken bonds. The frequency-magnitude

of microseismicity often follows the linear Gutenberg–Richter relation (Crampin
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The different time steps are dt = 1.6 h, 0.47 h and 0.53 h, respectively.
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and Gao, 2015)

log10 N = a− bM, (8)

where N is the number of events greater than or equal to a given magnitude M ,

and where a and b are empirical parameters. The parameter a gives a reference

level, while the b value is the slope of the line. A high b value indicates a larger

proportion of small events relative to large events, and lower a b value represents

the opposite – a smaller proportion of small events relative to large events. The

b value is observed for earthquakes from different regions to be in the range of

0.8 < b < 1.2 (Turcotte, 1997).

The time step is a numerical parameter in the model and not a physical parameter.

Figure 8 shows the frequency-magnitude relation for the three different number of

time steps 15, 25 and 45, and the other parameters are from table 1. The reference

case has 25 time steps. We see from figure 8 that the b-value is insensitive for

reasonable choices of time step. All three cases have approximately 0.8 as b value,

a value that is towards the lower end of what is observed. Urban et al. (2016)

reports b values as low as 0.75 measured during the filling of the Song Tranh dam

in Vietnam. On the other hand, hydraulic fracturing has been characterized by

b values close to 2 (Eaton et al., 2014; Eaton and Maghsoudi, 2015). Norris et al.

(2014a) obtained the b value b ≈ 0.46 with their 2D loop-less percolation model.

They commented that extending the model from 2D to 3D might change the b
value.

The definition of the magnitude implies that the fracture surface (2D) or vol-

ume (3D) has a power-law size distribution, at least over the linear part of the

frequency-magnitude interval. The lowest possible magnitude is zero, as it is just

one broken cell. It is possible to estimate an upper limit of the event size. From

equation (5) it follows that the damaged volume created during a time step ∆t can

be estimated as

∆VD =
Q∆t

φ αD pav
, (9)

where pav is the average overpressure in the damaged rock. The average over-

pressure can be approximated as pav ≈ σ′

h, when pav is only slightly larger than

the effective least compressive stress. The largest possible event takes place when

the damaged volume ∆VD forms one single cluster. The approximation of the

maximum size for the one-cluster-event becomes

Smax ≈
∆VD

Vcell

=
Q∆t n2

φαD σ′

h l
2
, (10)

where the volume of a 2D grid cell is Vcell = (l/n)2, and where l and n are the

grid size and the number of cells in the x- and y-directions, respectively. The max
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cluster size (10) is also an upper bound on the cluster size because pav > σ′

h. The

parameters for the reference case (table 1), gives that Smax = 178 and Mmax =
log10(Smax) = 2.25. Figure 8 shows that the largest event for the reference case

has a magnitude close to Mmax = 2.25. Estimate (10) gives that the maximum size

of an event is proportional to the time step and inversely proportional to the grid

size when pav ≈ σ′

h. Figure 8 shows that increasing the time step gives a longer

tail with larger events. The span in magnitudes is therefore in the range from 0 to

2.25 for the cases in figure 8. The linear segment of the frequency-magnitude plot

is shorter and covers the range from 0.25 to 2.0.

The grid resolution is also a numerical parameter and it defines the size of the

smallest unit of rock that can be damaged during a time step. Figure 9 shows how

the simulation results depend on the grid resolution. The case with 200 × 200
cells is the reference case. The two other cases are the same, except that one is

coarser with 100 × 100 cells and one is finer with 300 × 300 cells. The coarse

case has fewer large events than the cases with finer grid resolution, as expected

from estimate (10) for the maximum event size. The linear part of the frequency-

magnitude distribution has a less steep slope than the reference case. Therefore,

the b value varies slightly with the grid size, at least in the range of grid sizes

shown. Although the b-value is only weakly sensitive to the grid resolution, the

number of damaged cells in the largest events depends on the grid resolution.

Figure 10 demonstrates how the frequency-magnitude distribution depends on the

bond strength. The figure shows cases where the bond strength is both reduced

and increased with one order of magnitude relative to the reference case. The

slope of the linear part of the curves is the same. Reducing the bond strength

gives more events, since weak bonds are easier to break, but the b-value of the

frequency-magnitude distribution is nearly the same.

The damage permeability is an important parameter for the frequency-magnitude

distribution of the events. Increasing the damage permeability brings the fluid

pressure closer to the stationary pressure. The fluid pressure of the reference case

is already close to the stationary pressure, as seen from figure 5b. Increasing the

damage permeability further does not change the results very much. Figure 11a

shows the reference case compared with cases where the damage permeability is

reduced by 2 and 4 orders of magnitude. It is seen that reducing the permeability

reduces the number of large events, and that the slope of the frequency-magnitude

distribution becomes steeper and less linear. A smaller damage permeability im-

plies that there is a larger injection pressure and a larger pressure gradient over the

damaged cells, along the fracture branches, as seen in figure 11b. A larger pres-

sure gradient implies that the damage zone spreads out from the injection point

circularly, as shown in figure 12a. The pressure is too high for bonds and cells to

(To appear in Pure Appl. Geophys.) 21 (DOI 10.1007/s00024-017-1718-4)



log10 S
0.0 0.5 1.0 1.5 2.0 2.5 3.0

lo
g1

0 
N

(>
S)

0.0

0.5

1.0

1.5

2.0

2.5
N=100x100 N=200x200 N=300x300

Figure 9: The plot show how the frequency-magnitude distribution depends on the

grid resolution.

(To appear in Pure Appl. Geophys.) 22 (DOI 10.1007/s00024-017-1718-4)



log10 S
0.0 0.5 1.0 1.5 2.0 2.5

lo
g1

0 
N

(>
S)

0.0

0.5

1.0

1.5

2.0

2.5

3.0
fl=1e+5 fl=1e+6 fl=1e+7

Figure 10: The plot show how magnitude distribution depends on the strength.

(To appear in Pure Appl. Geophys.) 23 (DOI 10.1007/s00024-017-1718-4)



log10 S
0.0 0.5 1.0 1.5 2.0 2.5

lo
g1

0 
N

(>
S)

0.0

1.0

2.0

3.0

4.0
k=1e-8m2 k=1e-10m2 k=1e-12m2

time [h]
0 6 12 18 24

fl
ui

d 
ov

er
pr

es
su

re
 [

M
Pa

]

0

16

32

48

64

80
k=1e-8m2 k=1e-10m2 k=1e-12m2

Figure 11: The permeability of the damage rock has an impact on the magnitude

distributions. (a) The magnitude distribution’s dependence on the damage perme-

ability. (b) The injection pressure corresponding to the magnitude distributions in

(a).

(To appear in Pure Appl. Geophys.) 24 (DOI 10.1007/s00024-017-1718-4)



0

1e+07

2e+07

3e+07

4e+07

5e+07

6e+07

7e+07

8e+07

x-coordinates [m]
-150 -100 -50 0 50 100 150

y-
co

or
di

na
te

s 
[m

]

-150

-100

-50

0

50

100

150

time [h]
0 6 12 18 24

ra
di

us
 to

 e
ve

nt
 [

m
]

0

20

40

60

80

100

120

[Pa]
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simulation of the case kD = 1 · 10−12 m2 from figure 11. The units for pressure

are Pa. (b) Radius as a function of the time for the events. The red curve is the

radius, equation (6), for the average pressure pav = 35 MPa.
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remain intact inside the near-well area. The events form a band in space and time,

as seen from figure 12b, where the band shows the front and the back front of the

circular expansion of the damage process. The radius (6) is plotted for the average

pressure pav = 35 MPa, and it is a good estimate of the average front position of

the damaged rock.

9 Conclusion

A model is suggested for the simulation of hydraulic fracturing and damage of

low permeable rock, which is an extension of the percolation model developed

by Norris et al. (2014b) and Norris et al. (2016). The model is based on a regular

grid of cells, where the cell centers are connected by transmissibilities, also called

bonds. The bonds have strength and can break. Breaking a bond also breaks (or

damage) the intact cell it is connected to. The condition for breaking a bond is

that the fluid pressure exceeds the least compressive stress and the random bond

strength. The bond strength is uniformly distributed between 0 and a maximum

strength.

Damaged cells become permeable. The permeability of the damaged rock is high,

because the fluid pressure exceeds the least compressive stress, and therefore,

opens the rock. The model solves for the fluid pressure after each breaking of

a bond, and the fluid pressure decreases slightly when it invades a newly broken

cell. The model computes the injection pressure and how it fluctuates with the

propagation of the damaged cells.

The model also computes the fracture network of damaged cells and thereby the

bulk volume of stimulated rock. The fracture network has non-connected branches

(it is loop-less). Broken bonds that belong to the same cluster during a time step

constitute an event. The size of the event is the number of damaged cells in the

cluster, which is also the same as the number of broken bonds for non-connected

branches. These events create the microseismicity, where the magnitude is the

log10 of the event size. The model computes the space-time distribution of the

events as well as their magnitudes during the propagation of the damage zone.

Gutenberg–Richter plots produced by the model show frequency-magnitude dis-

tributions having linear trends when the damaged rock has sufficiently high per-

meability for pressure gradients to be small. These cases of “high” permeability

have b values being approximately 0.8. A simple estimate is derived for the maxi-

mum magnitude. The largest magnitudes in the current study using relative coarse

grids are 2.5, which is close to the estimated maximum magnitude. The smallest
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events are only one cell large and have magnitude of 0.

The damage model is tested with respect to the numerical parameters time step

and grid size. A long time step allows for more events than a short time step,

because more fluid is injected during a long time step and a larger damaged rock

volume is needed to host the fluid increment. The model is not sensitive to the

time step, since reasonable differences in the time step give nearly the same b-
value. The grid size (element size) defines the size of the least possible event. The

number of damaged cells in the largest events increases with a finer grid size, but

the b-value for different grid sizes are nearly the same.

The model is studied with respect to the physical parameters rock strength and the

permeability of the damaged rock. The microseismic event distribution is tested

for a span of rock strengths and we found that the b-value remained nearly un-

changed. On the other hand, the permeability of damaged rock controls how the

damage process propagates. There are two different types of behaviour of the

model with respect to the permeability. The damaged rock volume resembles a

percolation cluster when the permeability is sufficiently high for pressure gradi-

ents to be small. In the other regime, for “moderate” permeabilities that gives

noticeable pressure gradients, the damaged rock volume propagates outwards in a

circular manner. The injection pressure increases substantially beyond the fractur-

ing level for “moderate” permeabilities. Furthermore, the steepness of the linear

trends increases, and thereby the b values, with decreasing permeability of the

damaged rock.

The proposed model produces a realistic frequency-magnitude distribution of mi-

croseismicity. The model is straightforward to extend to 3D and can be developed

further with a number of additional features such as different breaking conditions,

improved modules for damage permeability, anisotropic stress fields and by al-

lowing hydraulically connected fracture branches.

10 Appendix: Finite volume formulation

Conservation of fluid mass is expressed as

∂(φ̺)

∂t
+∇ · (̺v) = 0, (11)
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where v = −(k/µ)∇p is the Darcy flux and ̺ is the fluid density. Introduction of

the effective compressibility

α =
1

(φ̺)

∂(φ̺)

∂p
, (12)

gives pressure equation (1). The effective compressibility is a simple mean to

represent the combined compressibility of the rock and fluid. A finite volume

formulation is obtained from the conservation law for fluid (11) by integration

over a cell volume Vi

∫

Vi

∂(φ̺)

∂t
dV = −

∫

Vi

∇ · (̺v) dV = −

∮

Ai

̺v · ni dA. (13)

The last equality is obtained by the divergence theorem, which takes the volume

integral to a surface integral over the cell volume, where Ai is the surface area and

ni is outward unit vector of cell i, respectively. The surface integral is replaced

by the sum over the four sides of the 2D cell Vi. The discrete version of integral

equation (13) becomes

φiαi
(pni − pn−1i )

∆t
Vi =

∑

j∈<i>

Aij
kij
µ

(pnj − pni )

lij
, (14)

where subscript i indicates that the property is in cell i. The sum over j ∈< i >
is all four nearest neighbour cells j of cell i. The common area of the inter-

face between cell i and j is denoted as Aij , and the distance from the cell center

i to cell center j is lij . The harmonic average permeability of the two nearest

neighbour cells i and j is kij . Therefore, the Darcy flux from cell i to cell j is

vij = (kij/µ)(p
n
i − pnj )/lij . Pressure equation (14) is made implicit in pressure

using a backward Euler time discretisation, where the superscripts n and n−1
denote the current and the previous time step, respectively. The transmissibility

between cell i and j is

Tij =
Aijkij
lij

, (15)

which gives the hydraulic coupling between the cells.
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