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Abstract

The stability of reaction-fronts in porous media is studied with analytical and numerical

methods. A stability criterion has been derived using linear stability analysis assuming a

sharp font. The sharp front assumption is an approximation of the mathematical model

in the limit of an infinite rapid reaction. The criterion shows that the stability of a sharp

reaction front is dependent on the permeability that develops behind it. The sharp front

is unstable for perturbations of any wave-length if the permeability increases behind the

front. The criterion shows that short wave-length perturbations are more unstable than

long wave-length perturbations. The sharp front is labile when the permeabilities are the

same at both sides of the front. This means that the perturbed front moves unchanged

forward. Finally, perturbations will die out in case the permeability decreases behind

the sharp front. The stability of non-sharp fronts are simulated numerically when dis-

solution is by first order kinetics, the transport is by convection and diffusion and when

the permeability and specific reactive surface depends on the porosity. The numerical

experiments behave according to the stability criterion.
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1. Introduction

The injection of a reactive fluid into a porous medium leads to alteration of the reactive

part of the solid rock matrix and to changes of the porosity and permeability. Familiar

examples are the dissolution of the matrix and increasing porosity in carbonate rocks by

CO2 rich brine Xu et al. [21, 22]. The entire rock matrix may also be dissolved with the

results that “wormholes” develop Golfier et al. [8]. Under certain conditions of flow and

reaction the alteration pattern becomes a reaction front. The front is a transition from

fully reacted to unreacted rock over a “short” distance. The reactive part of the matrix

has fully reacted behind the front and it is unreacted ahead of the front.

Laboratory experiments and simulation studies have shown numerous examples of re-

action fronts that develop in an unstable manner Golfier et al. [8]. Small perturbation

on a linear front develops into fingers Ortoleva et al. [14]. The stability of such reaction

fronts has been studied by Chadam et al. [3, 4], Ortoleva et al. [14], Xin et al. [20] and

more recently by Zhao et al. [23]. Through a linear stability analysis these authors ob-

tained a critical pressure gradient as a condition for stability, where the critical gradient

is a function of the ratio of permeabilities ahead of and behind the front. The linear

stability analysis was based on a sharp front in the porosity and permeability, but not

the concentration. Hirch and Bhatt [9] obtained analytical results for the linear stability

of reaction fronts in the cases of small and large wave numbers, and small variations in

the permeability. They are building on the work of Sherwood [17] and they take into

account that the front has finite width.

Here we suggest a simpler linear stability analysis than the one developed by Chadam
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et al. [3], Sherwood [17], Ortoleva et al. [14], Chadam et al. [4], Hirch and Bhatt [9], Xin

et al. [20]. It is derived for the limit of a sharp front (zero width), where the porosity,

permeability and concentration are step-functions. The derivation follows the same line

of reasoning as applied to the stability of the interface between two immiscible fluids

during vertical displacement in a Hele-Shaw cell, as for instance shown by Marle [11].

This analysis gives a simple condition for the stability of sharp fronts in terms of the

permeabilities at the two sides of the front. The stability criterion shows that the stability

of a sharp front depends on the permeability that develops behind the front. It does not

involve a critical pressure gradient that in turn depends on the ratio of the permeabilities

of the two sides of the front, as shown by Chadam et al. [3], Ortoleva et al. [14], Chadam

et al. [4], Xin et al. [20]. Furthermore, the analysis presented here shows in a simple

way how the stability depends on the wave length of the front perturbation.

The stability of non-sharp fronts are studied numerically when dissolution is by first

order kinetics, the transport of dissolved matter is by convection and diffusion and when

the permeability and specific reactive surface depend on the porosity. The sharp front

assumption is an approximation of the mathematical model in the limit of an infinite

rapid reaction. Numerical solutions of the mathematical model demonstrate the different

cases of stability when the reaction is restricted to a narrow zone.

The paper is organized as follows: The numerical model is first explained and the as-

sumptions about permeability and the specific surface area of the rock are then dis-

cussed. The stability criterion of sharp reaction fronts is presented, the derivation of

the stability condition is given, before numerical examples of stable, labile and unstable

fronts are shown.
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2. The mathematical model

The mathematical model consists of three coupled macroscopic equations as shown

by Ortoleva et al. [14], Chadam et al. [4], Xin et al. [20]. They are solved on a rectan-

gular domain of length l0, where the side at x = 0 is the inlet and the opposite side at

x = l0 is the outlet. The other sides are closed for fluid flow.

The first equation is the pressure equation that follows from conservation of fluid mass

and Darcy’s law (see Appendix A)

∇ ·
(

̺f k(φ)

µ
∇p

)

= −(̺s − ̺f )
∂φ

∂t
(1)

where φ is the porosity, ̺f is the fluid density, ̺s is the solid density, k(φ) is the per-

meability, µ is the viscosity and p is the fluid pressure. The fluid density is taken to

be constant, independent of the concentration of the dissolved solid, since it is assumed

that the concentration is low. The solid density is also taken to be constant. The pore

space is assumed incompressible and the porosity is changing only because of chemical

reactions. A constant fluid density also implies that the fluid pressure can be taken to

be a fluid flow potential [1]. The pore space has an isotropic permeability k(φ), which

changes with the porosity. The right-hand-side of equation (1) is a source term that

expresses that the solid matrix being dissolved enters the fluid phase. It is shown in Ap-

pendix A that this source term has a negligible impact on the Darcy flow, and that it can

be approximated by zero. Boundary conditions for pressure equation (1) are a constant

volume flux at the inlet and zero pressure at the outlet. The initial fluid pressure is zero.

The dissolution of the porous matrix is modelled with a one-component reaction-transport

equation

∂(φc)

∂t
+∇ ·

(

cw − φD∇c
)

= kd S(φ)
(

1− c

ceq

)

, (2)
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where c is the concentration of the reactive species in the pore fluid (in units mol m−3)

and w = −(k/µ)∇p is the Darcy flux. The term in parentheses, after the divergence-

operator, accounts for transport of the dissolved species by Darcy flow and by Fickian

diffusion. The diffusivity in the fluid filling the pore space is denoted D (in units m2s−1).

The right-hand-side is a reaction term, where dissolution is by first order kinetics. The

reaction constant for dissolution is kd (in units mol s−1m−2), the specific (reactive) sur-

face of the pore space is S(φ) (in units m2 m−3), and the specific reactive surface area

changes with the porosity. The equilibrium concentration is ceq. We notice that the

right-hand-side is positive as long as c < ceq, and that it acts as a source term. The

boundary conditions are c = 0 at the inlet and c = ceq at the outlet and the pore fluid

has initially c = ceq.

The third equation gives the rate of the change of porosity caused by the dissolution

process as

∂φ

∂t
= Vskd S(φ)

(

1− c

ceq

)

, (3)

where the Vs is the molar volume of the reactive solid (in units m3 mol−1). The three

equations (1), (2) and (3) are the basis of the reaction-transport model.

It should be mentioned that the reaction-transport equation (2) can be approximated as

φ
∂c

∂t
+w · ∇c−∇ ·

(

φD∇c
)

=
1

Vs

(

1− cVs
̺s
̺f

)∂φ

∂t
≈ 1

Vs

∂φ

∂t
(4)

by use of the expression (1) for fluid conservation. See also equation (A.7) for conser-

vation of fluid mass in Appendix A. The approximation on the right-hand-side follows

from the assumption ceqVs ≪ 1 since 0 ≤ c ≤ ceq.
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3. 1D dimensionless formulation

Reaction and transport is in the following studied in box with the length l0, when it is

flooded with an average Darcy flux uD0. The average Darcy flux is simply the injection

(volume) rate divided by the cross section of the box. Beware that alternative dimen-

sionless formulations are based on a representative length scale at the pore level [8]. It

is convenient to introduce the dimensionless variables x̂ = x/l0, t̂ = t/t0, φ̂ = φ/φ0

and C = (c/ceq − 1), where t0 is the characteristic time of diffusion

t0 =
l20
D
. (5)

The initial porosity is φ0. We notice that the dimensionless concentration is C = −1

when c = 0 and that it increases to C = 0 at the equilibrium concentration c = ceq. The

dimensionless version of equation (2) is in 1D (along the x-axis)

φ̂
∂C

∂t̂
+ Pe

∂C

∂x̂
− ∂

∂x̂

(

φ̂
∂C

∂x̂

)

= −DaC (6)

where Péclet-number and Damköhler-number are defined as

Pe =
l0uD0

φ0D
and Da =

l20S kd
φ0ceqD

(7)

Both the Pe- and the Da-numbers include the initial porosity, since it is convenient with

respect to the interpretation of the numbers in terms of the time scales involved. There

are two more time scales in the 1D reaction and transport equation (6) in addition to the

time scale for diffusion. One is the time needed to flush the initial box with one pore

volume, tp, and the other is the characteristic time for reaction, tk. We have that

tp =
φl0
uD0

and tk =
φceq
Skd

(8)
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so that

Pe =
t0
tp

and Da =
t0
tk

(9)

The Pe- and Da-numbers, the two parameters in the mathematical model, may be in-

terpreted in terms of the time scales involved. The Pe-number is the characteristic time

of the diffusion process relative to the characteristic time of the flow process, and the

Da-number is the characteristic time of the diffusion process relative to the character-

istic time of the reaction process. The basic behaviour of the model in terms of the

Damköhler-number and the Péclet-number is demonstrated in Appendix B.

4. Permeability and specific reactive surface

Both the absolute permeability and the specific reactive surface area are in general func-

tions of the porosity. The permeability will increase with increasing porosity and we

assume that log of the permeability is linear in the porosity in the numerical model

log10 k(φ) = aφ+ b. (10)

This function has been suggested for shales by Neuzil [12], but it has also been used

for wide range of rocks [6]. It has the advantage that it can be used to interpolate

between two pairs of porosity-permeability measurements, since it has two parameters

a and b. The two pairs can be the porosity-permeability of the initial state and the final

state, respectively. Other common choices are the Kozeny-Carman function [19], which

suits well sorted clean sandstones, like the Fountainbleau sandstone [2]. Similar to the

Kozeny-Carman function is the generalized power-function, where the permeability is

proportional to the porosity to the power of a free parameter [7].
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The specific reactive surface area is another rock property that depends on the porosity.

Ortoleva et al. [14] suggested a function of the form

S(φ) = S0
(φf − φ)2/3

(φf − φ0)2/3
(11)

where S0 is the specific reactive surface at the initial porosity φ0. The final porosity is

φf , and it is attained when all the reactive material is dissolved. The specific reactive

surface function (11) was derived for grains of reactive material, where most of the

grain surface is in touch with the fluid. We notice that function (11) gives that S → 0

for φ → φf as reactive grains go into solution. It is possible to consider the inverse

porous media, where the reactive part of the solid and the void are interchanged, φf −φ

becomes φ. The inverse porous medium gives a better description of a well cemented

pore space, where the pores are “holes” in a solid matrix. The specific reactive surface

area function is then

S(φ) = S0 ·
(

φ

φ0

)2/3

(12)

and we see that the specific reactive surface area increases as a function of the porosity.

The exponent can be introduced as a parameter n

S(φ) = S0 ·
(

φ

φ0

)n

(13)

which gives more freedom when calibrating the specific surface area to a particular

rock. Colon et al. [5] observed increasing specific surface area with increasing porosity

by dissolution of cores of Fontainebleau sandstone. The increase could have been fitted

with a linear function S(φ) = A (φ − φ0) + S0. A simple choice for the parameter

A, when little is known about the core, is to let A = S0/φ0, which then gives (13) for

n = 1. In the following we assume the specific reactive surface function (13) with the

exponent n = 1. It should be mentioned that there are large uncertainties associated

8



with surface-area relationships for real rocks, as for instance observed by Noiriel et al.

[13].

A specific choice of a function S(φ) is not so important as long as it leads to a small

change to the rate of change of porosity. The function S increases by a factor in the range

from 1 to 3.3 when the porosity increases from 0.15 to 0.5. A notable difference between

the specific surface functions (11) and (13) is that the first decreases towards zero when

φ approaches the final porosity, while the second increases towards a maximum value. It

is reasonable that the specific reactive surface is increasing when the pores (the “holes”)

are increasing, as long as the pore surface is made of reactive material. But at some

point, when the specific reactive surface is approaching the final porosity, and nearly

all the reactive material is dissolved, the specific surface must approach zero. This is

simply achieved in the numerical model by setting the specific reactive surface to zero

when the final porosity is reached, and the dissolution process is then stopped.

5. Stability of reaction fronts

It is convenient with respect to the analytical treatment to approximate the zone of reac-

tion as a sharp front in concentration and porosity. The front then divides the pore space

into an unreacted part ahead of the front and a reacted part behind the front, see figure 1.

All the reactive material has gone into solution behind the front, but no reactive material

is dissolved ahead of the front. The reactive transport equation becomes replaced by

a step-function in the concentration. The transport is then by Darcy flow and not by

diffusion, because the concentration gradient is everywhere zero except at the front.
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A simple mass-balance consideration gives that the front then moves with the velocity

uf = Nf uD, Nf =
Mf

1 + φ0Mf

and Mf =
Np

φf − φ0

(14)

where uD is the Darcy velocity normal to the front, and where φ0 and φf are the porosi-

ties ahead of and behind the front, respectively. The parameter Nf is a dimensionless

coefficient. The derivation of the front velocity (14) is given in Appendix A. Zhao et al.

[23] derive the same front velocity by integrating the pressure equation and the con-

centration equation, after they have been mapped to a coordinate system that follows

the front. We notice that the reaction kinetics do not appear in the front velocity. That

is because the reaction is assumed to take place so fast that the rate limiting step is

Darcy flow. Actually, a sharp front (with zero lateral extent) assumes that the reaction

is infinitely fast.

The stability criterion is obtained in a similar manner as for viscous fingering in a Hele-

Shaw cell [16, 15, 11]. The derivation uses the same approach as Marle [11], as shown

in next section. The unreacted and reacted subdomains are denoted by the indices i = 1

and 2, respectively. The equations for each subdomain are

φ = φi, ∇ ·wi = 0, wi = −ki
µ
∇pi, for i = 1, 2 (15)

where w = (ui, vi) is the Darcy flux. The assumption of a sharp reaction front that

separates two homogeneous pore spaces leads to constant porosities φ0 and φf at the

opposite sides of the front. Constant porosities give constant permeabilities k1 = k(φ0)

and k2 = k(φf ) from the permeability function. A constant porosity and permeability

in each subdomain is also assumed in the stability criterion obtained by Chadam et al.

[3, 4], Ortoleva et al. [14], Xin et al. [20]. Furthermore, a constant porosity in each

subdomain also implies that the concentration is constant in the subdomains as well.
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The concentration has the trivial solution c = 0 in the reacted part and c = ceq in the

unreacted part.

A similar step function in concentration could have been made that represents precipi-

tation. The argument that leads to the stability criterion applies equally well for precip-

itation processes as for dissolution processes.

We also need equations at the interface in addition to the equations for each subdomain.

At the front we have that

p1 = p2, w1 · n = w2 · n, and uf = Nf uD (16)

where n is a unit normal vector to the front. The fluid pressure at the front is continuous

(p1 = p2) and the flow of fluid through the front conserves mass (w1 · n = w2 · n).

Notice that we have Darcy flow through the front, which is a difference compared to the

front between two immiscible fluids. The front velocity is uf and the Darcy flux uD is

in the direction normal to the front. We therefore have uD = w1 · n = w2 · n at the

front.

A linear stability analysis then gives that a small perturbation of the sharp front with

wave length λ evolves proportional to the factor exp(θ t), where

θ =
(k2 − k1)

(k2 + k1)

2π

λ
Nf uD. (17)

The derivation of factor exp(θ t) is given in the next section. The sign of the factor θ

controls the front stability, since the perturbation grows exponentially when θ > 0. The

sign of θ is given by the permeabilities of the subdomains and we have that

k2 > k1 unstable front: perturbations grow

k2 = k1 labile front: perturbations are preserved

k2 < k1 stable front: perturbations decrease

(18)
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The parameter θ is also inversely proportional to the wave-length. This implies that

perturbations with short wave-lengths grow faster than perturbations with long wave-

lengths, in case of an unstable sharp front. Similarly, short wave-lengths die out faster

than long wave-lengths in the stable regime. Another property of θ is that

θ ≈ 2π

λ
Nf uD when k2 ≫ k1. (19)

The growth of the instability is only weakly dependent on the permeabilities when the

reacted area behind the front gets a much higher permeability than the unreacted domain

ahead of the front.

The stability criterion is simpler than the one obtained by Chadam et al. [3], Ortoleva

et al. [14], Xin et al. [20], Zhao et al. [23]. It is based on a sharp front assumption

for porosity, permeability and concentration, while Chadam et al. [3], Ortoleva et al.

[14], Xin et al. [20], Zhao et al. [23] assume a sharp front in porosity and permeability,

but not in concentration. A sharp front assumption in φ (and thereby k) imply an infinite

reaction rate at the front, which is also consistent with a sharp front in C. The assump-

tion of a step functions in φ, k and C is a consistent set, which is a trivial solution of the

reaction-transport model in the limit of an infinite reaction rate.

The growth rate of the instability, θ, can be compared with the results of Sherwood

[17] for instability in a model where the reaction rate is finite and where the front

has finite width. The model of Sherwood [17] has constant porosity, it ignores diffu-

sion and has a permeability that is inversely proportional to the amount of dissolvable

matter. Therefore, the permeability goes towards infinity as the dissolvable matter ap-

proaches zero. Sherwood [17] found that θ = (uf/x0) log(1 + 2πx0/λ), which gives

that θ ≈ (2π/λ)uf , for wave lengths much longer than the characteristic length scale

x0 = uD/kd. The growth rate in the Sherwood [17] model, for the regime λ ≫ 2πx0, is
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the same result as the approximation (19).

Hirch and Bhatt [9] have an alternative analysis for a model with finite reaction rate,

constant porosity and where they ignore diffusion. They have a reaction term with first

order kinetics and they look at stability when the permeability is increasing with the dis-

solution. They obtained an expression for the growth rate that is equal to equation (17)

in the limit of long wave lengths. Wave lengths are long when compared to a charac-

teristic front width similar to x0. They point out that the condition in the long wave

length limit is independent of how the permeability varies with the amount of the dis-

solvable solid, and that it is only dependent on the upstream and downstream values of

the permeability.

The sharp front analysis here does not have a lower limit on the wave length for stability.

The models of Sherwood [17] and Hirch and Bhatt [9] also have increasing θ with

decreasing wave length, but the behaviour of the models for small wave length differs.

The analysis of Sherwood [17] gave that the growth rate of the instability increases as

≈ log(2πx0/λ) for small wave lengths, and the growth rate in the model of Hirch and

Bhatt [9] approaches a constant value as the wave length goes to zero. The introduction

of a dissipation mechanism like diffusion would change that [18]. The review article by

Joseph and Saut [10] discuss the problem with short wave length instabilities for a range

of processes and regularizing mechanisms. It should also be mentioned that sharp fonts

in viscous fingering are stable for wave lengths lower than a critical wave length due

to surface tension [11, 24, 25]. Another point is that the sharp front assumption, which

assumes infinite fast reaction, is similar to the so-called “mixed-is-burned” analysis for

combustion flames, where the reaction is assumed completed at the moment of mixing

[18].
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6. The derivation of the stability criterion for sharp fronts

The linear stability criterion is studied when a sharp front is assumed. The reaction then

goes infinitely fast at the front and the porosity therefore changes as a step-function from

its initial value φ0 ahead of the front to its finial value φf behind the front. The concen-

tration, porosity and permeability in the reacted part behind the front and the unreacted

part ahead of the front are therefore 0, φf , k2 and ceq, φ0, k1, respectively. The assump-

tion of a sharp front replaces the reaction-transport equation (2) with a step-function in

the concentration. The transport is only by convection since the concentration gradient

is everywhere zero (except at the front).

The linear stability analysis looks at how a small perturbation of a flat front develops.

We let a flat front move with the velocity uf0 along the x-axis – the normal vector to

the front is parallel to the x-axis. The initial front velocity is related to the initial Darcy

flux as uf0 = Nf uD0. The fluid pressure is initially p10(x) and p20(x) before the front

is perturbed. The initial Darcy flux in the x-direction gives that the initial fluid pressure

gradient is

dpi0
dx

= −µuD0

ki
(20)

and the initial fluid pressure becomes

pi0 = −µuD0

ki

(

x− uf0t
)

(21)

for i = 1, 2, which has pi0 = 0 at x = 0 at t = 0. A reference value for the fluid pressure

is arbitrary, and it is conveniently set to zero at the front at time t = 0. We will seek

a solution for the deviation from the initial state when the linear front is subjected to a

small perturbation h(y, t). The fluid pressure and the Darcy flux can then be written as

pi = pi0 + p′i and wi = (uD0, 0) +w
′

i i = 1, 2 (22)
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where the initial Darcy velocity is

(uD0, 0) = w0 = −ki
µ
∇pi0 (23)

and where the primed quantities p′i and w
′

i are the deviations caused by the perturbation

of the front. The equation for the deviation in Darcy flux becomes

w
′

i = wi −w0 = −ki
µ
∇p′i for i = 1, 2 (24)

and from fluid conservation we get the continuity equation for the deviations in the fluid

velocity

∇ ·w′

i = ∇ · (wi −w0) = 0 for i = 1, 2. (25)

Conservation of fluid through the front, w1 · n = w2 · n, gives that

w
′

1 · n = w
′

2 · n (26)

and continuity of the pressure at the front, p1 = p2, gives that

p′2 − p′1 = −(p20 − p10) =
(

1

k2
− 1

k1

)

µuD0

(

x− uf0t
)

(27)

The next step is a change of x-coordinate to x′ = x − uf0t, which is a coordinate

system that follows the initially flat front. The position of the perturbed front in the

x′-coordinate system is simply x′ = h(y, t), and the velocity of the perturbed front in

x′-coordinate system is

uf − uf0 =
∂h

∂t
(28)

The unit normal vector of the front x′ = h(y, t) is

n =
(1,−∂h/∂y)

(

1 + (∂h/∂y)2
)1/2

≈ (1,−∂h

∂y
) (29)
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when it is approximated to first order in ∂h/∂y. The deviations w
′

i = (u′

i, v
′

i), p
′

i and

h and their derivatives are infinitesimal quantities, and we have to first order in these

quantities that

w
′

i · n ≈ u′

i −
∂h

∂y
v′i ≈ u′

i. (30)

The equation for the front velocity is

∂h

∂t
= uf − uf0 = Nf (uD − uD0) = Nf u

′

i (31)

The first order equations for the infinitesimal deviations are summarized as follows

u′

i = −ki
µ

∂p′i
∂x′

, v′i = −ki
µ

∂p′i
∂y

, and
∂u′

i

∂x
+

∂v′i
∂y′

= 0 (32)

in each subdomain (i = 1, 2), and

p′2 − p′1 =
(

1

k2
− 1

k1

)

µuD0 h and
∂h

∂t
= Nf u

′

1 = Nf u
′

2 (33)

at the front x′ = x−uf0t = h. The equations (32) and (33) are supplied by the boundary

conditions

u′

1 = v′1 = p′1 = 0 for x′ → ∞ (34)

and

u′

2 = v′2 = p′2 = 0 for x′ → −∞ (35)

which says that the deviations are zero at an infinite distance away from the front. Fol-

lowing Marle [11], the linear equations (32) and (33) with boundary conditions (34)

and (35) are solved with expressions of the following form

h(y, t) = A exp
(2πjy

λ
+ θt

)

(36)

u′

i(x
′, y, t) = Bi exp

(2πjy

λ
+ σix

′ + θt
)

(37)

v′i(x
′, y, t) = Ci exp

(2πjy

λ
+ σix

′ + θt
)

(38)

p′i(x
′, y, t) = Di exp

(2πjy

λ
+ σix

′ + θt
)

(39)
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where i = 1, 2 and the j =
√
−1. When these expressions are inserted into equa-

tions (32) for the subdomains, we get that

Bi = −ki
µ
σiDi, Ci = −ki

µ

2πj

λ
Di, and σiBi +

2πj

λ
Ci = 0 (40)

and when inserted into the conditions (33) at the front, we have that

NfB1 = NfB2 = Aθ, and D2 −D1 =
(

1

k2
− 1

k1

)

µuD0A (41)

From equations (40) we get that

σ2
i =

(2π

λ

)2
(42)

and the boundary conditions (34) and (35) imply that

σ1 = −2π

λ
and σ2 =

2π

λ
. (43)

Expression (40) now gives that

Di = −µBi

kiσi

(44)

and therefore

D1 =
µθAλ

k1Nf2π
and D2 = − µθAλ

k2Nf2π
(45)

When D1 and D2 are inserted into the second equality (41) we have finally that

−
( 1

k2
+

1

k1

) λθ

2πNf

=
( 1

k2
− 1

k1

)

uD0 (46)

which gives equation (17) for θ when it is tidied up.

7. Numerical examples

The instability condition (18) is based on the idealization of the front as a step-function

in concentration and porosity. This section demonstrates that the instability criterion
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may be applied to fronts obtained by a numerical solution of the three coupled reac-

tions (1), (2) and (3). The sharp front assumption can be used assuming that convection

dominates diffusion (Pe ≫ 1) and that the reaction is sufficiently fast. A standard im-

plicit finite difference scheme has been used, where both the convection term and the

source term are treated implicitly. Upstream differencing is applied to the convection

term. The three equations have been solved sequentially in time, by solving first for

pressure, then for concentration and finally for porosity at each time step. Validations

of the numerical concentration and porosity solutions are given in appendices B and C,

respectively.

All cases have in common an initial porosity φ0 = 0.15 and a final porosity φf = 0.5,

and the dimensionless numbers Pe = 800, Da = 2.4 · 105 and Np = 0.0075. One set

of parameters for the core scale that gives these Pe− and Da numbers are l0 = 6 cm,

uD0 = 2 · 10−6 ms−1, Kd = 0.01 s−1 and D = 1 · 10−9 m2s−1. A linear specific

surface function (13) and the two-parameter permeability function (10) are used in the

simulations. The flow rate is the same in the three cases, and the state of the front is

inspected at the same three times t = 0, t = 57.3 tp and t = 115 tp, measured in pore

volumes. The core could have been a calcite cemented sandstone, where the calcite goes

into solution an leaves behind a matrix of quartz grains. The values are not calibrated

against one particular core and are only meant for use in a numerical example. Figures 2,

3 and 4 show evolution of the porosity in the core.

The stable case shown in figure 2 has a decreasing permeability from k1 = 10−15 m2 at

φ0 = 0.15 to k2 = 10−16 m2 at φf = 0.5. We let the permeability decrease, although

the porosity increases, in order to give an example of a stable case. Figure 2a shows

the initial state of the porosity, before timestepping starts, where the initial front has a
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sin-shape. The amplitude is 0.033 and there are 5 wave-lengths in the front. The front is

stable in this case, because the permeability is lower behind the front than ahead of the

front. Figure 2b shows the expected behaviour where the initial sin-shaped perturbation

has died out after a time 57.3 tp. The front then stays flat at later times as seen from

figure 2c, which shows the front at time 115 tp.

Figure 3 shows the same case when the permeability is the same at both sides of the

front. This is the labile case, and we notice that the front has the same shape as it moves

forward.

The last case has the initial permeability increased from k1 = 10−15 m2 at φ0 = 0.15

ahead of the front to k2 = 10−14 m2 at φf = 0.5 behind the front. This is the unstable

case as seen from figure 4, where the initial sin-shaped perturbation of the porosity

grows larger with time.

Figures 2 and 3 allow for a check of the front velocity. (The contour C = −1/2 defines

the front.) It is then convenient to scale the front velocity (14) by l0/tp, which gives

the front velocity as dx̂/dτ = φ0Nf , where τ is the dimensionless time t/tp. We see

that the front moves a distance dx̂ ≈ 0.18 during a time interval dτ = 57.3, which

gives dx̂/dτ ≈ 3.1 · 10−3. The numbers for Np, φ0 and φf give that the analytical front

velocity is φ0Nf = 3.2 · 10−3. The match against the front velocity is good. The limits

of the applicability of the stability criterion (18) with respect to large front widths is not

covered by the current study.
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8. Conclusion

A stability criterion has been derived for reaction fronts driven by Darcy flow, when a

sharp front is assumed between the unreacted pore space ahead of the front and the fully

reacted pore space behind the front. The stability analysis is considerably simpler than

earlier linear stability analyzes, since the only place where reaction takes place is at the

front. The stability criterion tells when a perturbation of a sharp front will grow, stay un-

changed or decay. The condition is given in terms of the ratio of the permeabilities at the

two sides of the front. Perturbations of the sharp front will decay and the front will be

stable when the permeability decreases behind the front. The perturbations of the sharp

front move unchanged with the front, when the permeabilities are the same at the two

sides of the front. Perturbations of the sharp front become unstable for all wave-lengths

when the permeability increases behind the front. Short wave-length perturbations grow

faster than long wave-length perturbations. The stability of non-sharp fronts are studied

numerically. The numerical examples consider dissolution, but other reactions could

have been considered, like for instance replacement reactions that change the perme-

ability. These numerical tests are in accordance with the stability criterion based on

sharp fronts, and they suggest that the stability criterion may serve as a useful tool in

the interpretation of reaction fronts both in the laboratory and in the outcrop.
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Appendix A. The front velocity and the Darcy flux

Figure 5 shows a sharp front that moves a distance dx along the x-axis during a time

interval dt. To derive the velocity of a sharp front we will use an observer that travels

with the front and sees the porous media pass by. During a time step dt we will see that

a volume dVr = (φf − φ0)Adx goes into solution behind the front, where the area of

the front is A. This volume gives the number dVr/Vs of moles that goes into solution,

where 1/Vs is the molar density. The same number of moles is transported away ahead

of the front. The Darcy flux relative to the front is uD − φ0uf where φ0uf is the fluid

flux from the front moving with velocity uf to the right where the porosity is φ0. The

fluid volume that leaves the front during the time interval dt is (uD − φ0uf ) dtA, and

the mass balance at the front is therefore

(φf − φ0)Adx
1

Vs

= (uD − φ0uf ) dtA ceq (A.1)

and by solving for uf = dx/dt gives the front velocity (14).

There may be a (slightly) larger Darcy flux ahead of the front than behind it due to

changing porosity and fluid density by the dissolution process. A similar set-up as

above, but with a box fixed with respect to the porous matrix, is used to derive a condi-

tion for when this increase is negligible. We consider a box with volume dV = Adx,

during the time interval dt a sharp front needs to pass by, dx = uf dt. The total masses

inside the volume at the beginning and the end of the time step are

M1 = (1− φ0)̺s∆V + φ0̺f,1 ∆V (A.2)

M2 = (1− φf )̺s∆V + φf̺f,2 ∆V (A.3)

respectively. The fluid density is ̺f,1 ahead of the front, where the fluid has the equilib-

rium concentration, and it is ̺f,2 behind the front, where the fluid has zero concentration.
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The mass difference in the box lead to an increase in the Darcy flux out of the box. The

mass increase in the box is equal the net mass inflow, which is

M2 −M1 = ̺f,2uDA∆t− ̺f,1(uD +∆uD)A∆t (A.4)

where the flow out of the box is ∆uD larger than the flow in. Inserting the expressions

for M1 and M2 into the mass balance at the front (A.4), using that uf = dx/dt, leads to

̺f,1∆uD = (̺f,2 − ̺f,1)uD − (̺f,2 − ̺f,1)φfuf + (φf − φ0)(̺s − ̺f,1)uf (A.5)

The relative increase in the Darcy flux can be written

∆uD

uD

=
̺f,2 − ̺f,1

̺f,1

(

1− φfNf

)

+
̺s − ̺f,1

̺f,1
(φf − φ0)Nf (A.6)

where we have used that the front velocity is uf = NfuD. The first term in (A.6)

represents the change in the flux from a change in the fluid density and second term

gives the change in the flux by an increase in the porosity. Assuming that the change

in the fluid density is small, |̺f,2 − ̺f,1|/̺f,1 ≪ 1 and that the front velocity is small

compared to the Darcy flux, Nf ≪ 1, gives that the relative change in the Darcy flux is

also small, ∆uD/uD ≪ 1. For example dissolution of calcite in acid, with the solubility

20 g liter−1, gives that |̺f,2 − ̺f,1|/̺f,1 < 0.02. The numerical examples presented in

the text has Nf = 0.021.

The same reasoning as for ∆uD gives the following expression for conservation of fluid

mass

∇ · (̺fuD) = − ∂

∂t

(

(1− φ)̺s + φ̺f
)

(A.7)

which also imply that the contribution to the fluid flow from the right-hand-side (the

source term) in equation (A.7) is negligible under the conditions above. The source

term can be approximated by zero under these conditions.
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Appendix B. Verification of the numerical concentration solution

It does not appear to be any non-trivial solution of the coupled system of equations (1),

(2) and (3) for the pressure, concentration and porosity. The validation of the numerical

solutions for concentration and porosity are therefore done separately. The numerical

solution for concentration is tested when the porosity does not change (φ̂ = 1), and the

numerical porosity solution is tested when the concentration does not change through

time.

The numerically computed concentration can be compared with a 1D solution of the

stationary reaction-transport equation when the porosity is constant. This is of course

not a test of the full solution of the system, but it is nevertheless a useful test of the

computation of the concentration. It is a simple stand-alone test of the numerical com-

putation of concentration, especially when it is not a sharp front. Furthermore, such

a stationary solution demonstrates the interpretations of the solution in terms of the

Damköhler-number and the Péclet-number.

It is straightforward to solve the 1D stationary (time-independent) version of the dimen-

sionless concentration equation (6). The solution is

C(x̂) = Cin
exp(A2 + A1x̂)− exp(A1 + A2x̂)

exp(A2)− exp(A1)
(B.1)

where

A1,2 =
1

2

(

Pe±
√

Pe2 + 4Da
)

(B.2)

when the boundary conditions are C = Cin = −1 at x̂ = 0 and C = 0 at x̂ = 1.

There are two interesting end-members of the stationary solution (B.1), one of which

is convection dominated (Pe ≫ 2
√
Da), and the other, which is reaction dominated
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(Da ≫ 1
4
Pe2). The parameters A1 and A2 are then

A1 ≈ Pe, A2 ≈ 0 for Pe ≫ 2
√
Da (B.3)

and

A1 =
√
Da, A2 = −

√
Da for Da ≫ 1

4
Pe2. (B.4)

The convection dominated regime depends almost only on the Pe-number and the reac-

tion dominated regime depends almost only on the Da-number. Figure 6 demonstrates

the two regimes. The convection dominated regime, Pe ≫ Da, shows that the fluid

flows through the system sufficiently fast to avoid much reaction with the solid. The

initial concentration is therefore almost unchanged. In the reaction dominated regime,

Da ≫ 1
4
Pe2, reaction happens sufficiently fast compared to transport that the fluid

reaches equilibrium close to the inlet. Figure 6 also shows the numerical solution for

these cases after 5 pore volumes have flushed the system and the numerical solution is

in good agreement with the analytically stationary solution (B.1).

The stationary solution is normally attained in much less than one pore volume for the

regime Pe ≫ 2
√
Da. The transient regime at the beginning of flooding is not tested,

but this regime is not so important either for experiments that need several or may be a

large number of pore volumes to move the front a substantial distance compared to l0.

Appendix C. Simple verification of the numerical porosity solution

The porosity equation (3) can be made dimensionless using the same scaling as the

concentration equation. It is assumed that the specific reactive surface, as a function of

porosity, is given by function (13). The time-rate of change of porosity then becomes

∂φ̂

∂t̂
= −DaNp C(x̂, t̂) φ̂n (C.1)
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where φ̂ = φ/φ0 and Np = Vsceq. The number Np is the volume of solid dissolved in a

unit volume of the reactive fluid. The Da-number (7) is based on the initial porosity φ0.

There are no simple non-trivial solutions of the coupled system of transport, reaction

and dissolution. A simple way to check the numerical porosity calculation is to use the

stationary solution (B.1) in the rate of change of porosity (C.1). It is then straightforward

to integrate (C.1) when the concentration is independent of time, and we have that

φ̂(x̂, t̂) =
φ

φ0

=











exp
(

−DaNp C(x̂) t̂
)

, n = 1
(

1 + (n− 1)DaNp C(x̂) t̂
)1/(n−1)

, n 6= 1
(C.2)

This is just a separate test of the numerical porosity solution and it is not a solution of the

full system of equations, because it is based on the stationary solution (B.1). Figure 7

compares the numerical porosity solution, when the porosity in the numerical reaction-

transport equation is kept constant, with the porosity solution (C.2). The comparison

against the test solution (C.2) is good. The case shown in figure 7 has Da = 5 · 103,

Pe = 103 and Np = 1.875 · 10−3, and the porosity is plotted at (a) t = 100 tp, (b) t =

300 tp, (c) t = 500 tp, (d) t = 700 tp and (e) t = 900 tp pore volumes.
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Captions

Figure 1. A sketch of the reaction front. Fluid flow is towards the right. The area i=1

is the unreacted part ahead of the front and i=2 is the reacted part behind the front.

Figure 2. (a) The initial sin-shaped perturbation in the porosity. (b) The initial pertur-

bation has died out at t = 57.3 tp. (c) The front remains flat at later time t = 115 tp.

Figure 3. (a) The initial sin-shaped perturbation in the porosity. (b) and (c) The initial

perturbation is preserved at later times t = 57.3 tp and t = 115 tp.

Figure 4. (a) The initial sin-shaped perturbation in the porosity. (b) The initial pertur-

bation has grown considerably at time t = 57.3 tp; (c) and it has grown even more at

later time t = 115 tp.

Figure 5. The front moves a distance dx during the time interval dt. The porosity ahead

of the front is φ0 and it is φf behind the front. The Darcy flux is uD on both sides of the

front.

Figure 6. The numerical solution of concentration is compared with the stationary so-

lution, when there is no feedback on the porosity.

Figure 7. The simple test of the numerical porosity computation.

Figures
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