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A B S T R A C T   

Residual oil saturation (Sor) is the fraction of immobile oil that remains after a water flood. This information is 
important for calculating recoverable reserves and evaluating EOR campaigns. Single Well Chemical Tracer 
(SWCT) tests yield a near-well average Sor based on a large rock volume. Correctly performed and analyzed, 
SWCT tests yield reliable Sor estimates. There are, however, two important effects that commonly are ignored. 
One is cooling of the reservoir during injection of the cold brine resulting in decreased hydrolysis rate of the 
primary tracer. The other is the hydrolysis rate’s pH dependence. To study these phenomena, we have developed 
a numerical model of an ethyl acetate SWCT test and applied it to a generic case with test and formation data 
based on published values. An analytical model is used to calculate how the brine injection temperature varies 
with time. The ethyl acetate hydrolyses into ethanol and acetic acid that lowers the pH and changes the hy
drolysis rate. Any buffer capacity in the injected fluid or formation is neglected. Our model is the first ever to 
combine realistic temperature calculations with pH dependent ethyl acetate hydrolysis rate during a SWCT test. 
Sor is estimated from synthetic tracer production curves using the direct chromatographic separation equation as 
well as the mean residence time. A large number of simulations were performed to investigate how the Sor es
timates vary with different model assumptions and input data. In all cases, both methods underestimate the true 
Sor, typically by 2–4% - in some cases significantly more. We demonstrate that neglecting dispersion in the 
wellbore during injection and production is warranted with the rock and test data used in this study.   

1. Introduction 

Residual oil saturation (Sor) refers to the immobile oil that remains 
after a water flood. It is defined as the fraction of pore space occupied by 
immobile oil. In water-wet rocks with a low viscosity oil, Sor may be 
reached after just one pore volume of water has been pumped through 
the reservoir, whereas in mixed-wettability rocks, thousands of pore 
volumes may be required before there is no more mobile oil left (e.g., 
Salathiel, 1973). A 98% or higher water-cut is considered a practical 
criterion for the oil to be virtually immobile (Deans and Majoros, 1980). 
Reliable estimates of Sor are important for calculating recoverable re
serves, in decisions on whether Enhanced Oil Recovery (EOR) opera
tions are suitable for further exploitation of a reservoir as well as in 
assessments of their effect (e.g., Al-Mutairi et al., 2015; Jin et al., 2015; 
Khaledialidusti and Kleppe, 2015; Al-Shalabi et al., 2017). Teklu et al. 
(2013) give a review of various methods to estimate Sor. 

The Single Well Chemical Tracer (SWCT) method, pioneered in the 
late 60’s by the Exxon Production Research Co. (Deans, 1971), yields an 

average Sor based on a large volume of rock, typically several hundred 
cubic meters, with a horizontal depth of penetration of ~3–12 m away 
from the well, and a vertical dimension of several meters. This large 
sampling volume, together with the ability to control the depth of 
investigation, may be considered the main advantages of the SWCT 
method relative to other techniques (coring, logging etc.) (Sheely and 
Baldwin, 1982). Deans and Majoros (1980) give an extensive overview 
of the SWCT method and Deans and Carlisle (2007) present an updated 
discussion of the method. 

A SWCT test consists of four steps – injection, push, shut-in and 
production. The test starts with injection of a primary tracer like ethyl 
acetate dissolved in brine into the oil-bearing formation. The primary 
tracer has a finite distribution constant (partition coefficient) between 
the immobile oil and the brine. The tracer bank is then pushed further 
into the target formation by subsequent injection of tracer-free brine. 
Thereafter, there is a few (~1–12) days shut-in (pause) during which the 
primary tracer partially is converted into a secondary tracer by hydro
lysis - ethanol in the case of ethyl acetate. The secondary tracer has a 
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distribution constant close to zero, i.e., it moves with virtually the same 
velocity as the brine (a quasi-ideal water tracer). When production 
commences, both the primary and the secondary tracer move towards 
the well. The difference in distribution constants causes a chromato
graphic separation effect, so that the primary tracer is delayed relative to 
the secondary tracer. The concentrations of the two traces are monitored 
at the well and plotted as a function of produced volume or time. The lag 
between the two curves can then be used to estimate Sor (Deans, 1971; 
Tomich et al., 1973) – the larger the difference, the larger is Sor. 

Properly conducted and analyzed, SWCT tests yield ‘fair to excellent 
estimates of Sor‘ (Chang et al., 1988) in both sandstone and carbonate 
reservoirs with large variations in temperature, fluid salinity and rock 
properties. In favorable cases, an accuracy of about 2–3% is confirmed 
by laboratory results from pressure-core methods (Tomich et al., 1973). 
Many hundred SWCT tests have been performed worldwide. 

Observed tracer concentrations in sandstones are often quite simple 
to interpret. Tests in carbonate formations typically exhibit a number of 
complications, including extreme dilution, long tracer curve tails and 
poor recovery (Deans and Carlisle, 1986). These may be caused by local 
heterogeneities (vugs, skeletal fragments) that prevent some of the pore 
space from being accessible to the flowing fluid. In such regions, 
transport of tracers is governed by diffusion. Several macroscopic 
models have been developed to account for this phenomenon, including 
‘dead-end’ (e.g., Coats and Smith, 1964) and ‘pore-diffusion’ models 
(Deans and Carlisle, 1986). SWCT test simulations with more advanced 
models often yield a good fit to observed tracer curves also in carbonate 
reservoirs. 

Storing and handling large volumes of flammable and volatile 
chemicals like ethyl acetate or other esters represent health and safety 
issues. Al-Abbad et al. (2016)discuss a new set of tracers with much 
lower detection limits than the conventional esters and the tracer vol
umes required in a SWCT test may hence be reduced by several orders of 
magnitude. The authors present a pilot SWCT project conducted in a 
carbonate reservoir where three of the new tracers were used in 
conjunction with ethyl acetate as primary tracers. Albeit the degree of 
hydrolysis of the new tracers was very low (only 1–5%) which is well 
below the lower limit of 10% recommended by Deans and Majoros 
(1980), Al-Abbad et al. (2016) arrived at Sor estimates close to the ethyl 
acetate estimate. The new tracers seem promising and their low volumes 
may offer interesting extensions of SWCT tests, but more tests must be 
conducted before any firm conclusions can be drawn on their real po
tential and benefits. Several alternative SWT methods have been sug
gested by various authors. Khaledialidusti et al. (2014) give an overview 
of such efforts. However, the classical ethyl acetate (and other esters like 
propyl formate) method is still dominant. 

Notwithstanding, there are two potentially important processes that 
commonly are ignored in the planning and interpretation of a SWCT test 
- cooling of the reservoir during injection of relatively cold brine and the 
pH dependence of the primary tracer hydrolysis rate. This paper dis
cusses these two mechanisms and their combined effects on Sor 
estimates. 

Normally, the injected brine is colder than the oil bearing formation, 
and this causes reservoir cooling. Tezduyar et al. (1987), Park (1989), 
Park et al. (1990) and Park et al. (1991) developed non-isothermal 
convection-diffusion-reaction finite-element numerical models of 
SWCT tests solving for the primary and secondary tracer concentrations 
as well as temperature. They found that both the primary tracer and the 
thermal front are delayed relative to the water front. The primary tracer 
travels slowly because it spends some time in the immobile residual oil, 
and the thermal front because the brine is heated by the hotter rocks in 
the target formation. When the primary tracer bank and the temperature 
front travel with approximately the same speed, a temperature gradient 
develops across the primary tracer bank. Since the primary tracer hy
drolysis rate increases exponentially with temperature, such a gradient 
will cause the peak of the secondary tracer to be located further away 
from the well than the peak of the primary tracer. Consequently, when 

production commences, the secondary tracer starts some distance 
behind the primary tracer. If this ‘handicap’ is not accounted for, the 
results will be that the time lag between the primary and secondary 
tracers, and thus Sor, is underestimated (e.g., Park, 1989). 

In addition to ethanol, hydrolysis of ethyl acetate also produces 
acetic acid causing a reduction in pH. Wellington and Richardson 
(1994a) studied the effect pH may have on the hydrolysis of the primary 
tracer, and found that for SWCT tests in a carbonate-cemented California 
turbidite as well as in a Gulf Coast sandstone, most of the ethyl alcohol 
was produced during the injection and production phases, and not 
during shut-in, thus violating a basic tenant in the SWCT method (cf. 
Deans and Majoros, 1980). Taking pH dependent hydrolysis rate into 
account increased the Sor estimate in the carbonate-cemented California 
turbidite from about 20 to 40%, in agreement with an independent Sor 
estimate derived from a CO2 SWCT test (Wellington and Richardson, 
1994b). However, Deans and Ghosh (1994) modeled the same SWCT test 
and concluded that although pH effects did increase the volumes of 
ethanol during injection and production at the expense of that produced 
during shut-in, this did not much influence their Sor estimate (25% or 
less if taking account cross-flow and other complexities). We note that 
neither Wellington and Richardson (1994a) nor Deans and Ghosh 
(1994) took into account temperature effects caused by the SWCT tests. 
Regrettably, little work has subsequently been published on the effect of 
pH changes on Sor estimates. A notable exception is the work of Khale
dialidusti and Kleppe (2018) who present 1D (single and two-phase) 
isothermal SWCT models that incorporate pH changes and their effect 
on hydrolysis rates and tracer concentrations. They take into account a 
number of geochemical reactions and examine both kinetic and equi
librium models. Khaledialidusti and Kleppe (2018) also present several 
forward models that illustrate how pH and concentration profiles across 
the radius of investigation depend on kinetics, calcite concentration, 
temperature (isothermal), soluble hydrocarbon-phase components like 
CO2, shut-in time and initial ethyl acetate concentration. They conclude 
(their Fig. 10) that temperature is the parameter that affects pH varia
tions most. Khaledialidusti and Kleppe (2018) in addition discuss two 
more specific cases – one is the California Turbidite case earlier pre
sented by Deans and Ghosh (1994), the other is what they call a ‘General 
Sandstone Reservoir’ lean in calcite cement and an ‘intermediate’ brine 
buffer capacity. Unfortunately, they present tracer production curves 
only for the latter model (their Fig. 14) and they give no Sor estimate 
even in that case. 

The objective of this study is to investigate the simultaneous effects 
of target formation cooling and the pH dependence of the primary tracer 
hydrolysis rate on Sor estimates from SWCT tests. To this end, we have 
developed a numerical model of a SWCT test and applied it to a generic 
case derived from published data. Since we in this approach know the 
true Sor value, it possible to investigate how various Sor estimates 
diverge from the correct value as a function of variations in model as
sumptions and input parameters. We also discuss temperature and 
dispersion effects in the wellbore used to inject the fluids into the target 
formation. 

Any buffer capacity (i.e., the ability to resist pH changes) is neglected 
in this study. In many SWCT tests, the acetic acid will be buffered by 
buffering agents like bicarbonate in the injected fluid or by carbonate 
minerals like calcite in the reservoir rocks. If, however, the injected fluid 
is lean in buffering agents and the SWCT test is performed in a clean 
sandstone with no or very little calcite cement, there will be little or no 
significant buffering, and our results will be realistic, but probably not 
very common due to the abundance of calcite cement in sandstone 
reservoirs. Our ‘no buffer’ scenario is probably more common if such a 
fluid is used in a SWCT test performed in a carbonate reservoir. The 
reason is that most (80–90%) carbonate reservoirs are preferentially oil- 
wet (e.g., Høgnesen et al., 2005), and the weak acetic acid will then not 
get in contact with the (potential) carbonate buffer because this is 
shielded by the oil covering it (A. Krivokapic 2020; pers. comm.). 
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2. Model 

Our starting point is the model presented in Park (1989). Since radial 
flow is typical for SWCT tests, it is numerically advantageous to have an 
axisymmetric model centered on the vertical wellbore (Fig. 1). 

Such geometry makes it possible to take three-dimensional effects 
into account in a simple and efficient manner. Three horizontal rock 
units surround the well. The formation where we wish to estimate Sor is a 
permeable sandstone. Above and below this layer there are impermeable 
shales with equal thicknesses (model parameters are given in Table 1). 

We assume, like Park (1989), Park et al. (1990) and Park et al. (1991) 
that the target formation and the adjacent impermeable layers are at 
thermal equilibrium (T�TR) when the calculations commence (Fig. 2). 

This assumption will not be valid if the SWCT test sensu stricto follows 
pre-injection of a tracer free fluid. If that is the case, the thermal simu
lations have to start when the pre-flush begins. We note that pre-flushing 
may strip off light components in the residual oil, and thus change its 
composition as well as Sor (Gadgil, 1979; Deans and Majoros, 1980). 

2.1. Fluid velocity 

The injected brine flows into the permeable layer from the left 
(Fig. 2). For perfect radial flow of an incompressible fluid, the Darcy 
velocity u!, as a function of distance, r, from the center of the wellbore is 
(e.g., Park, 1989): 

u!¼
�

ur
uz

�

¼

0

@

Q
2πHr

0

1

A (1)  

in which Q is the pumping rate, H the thickness of the permeable layer 

and r is distance from the wellbore center. 

2.2. Temperature calculations 

The temperature, T, during the SWCT test is governed by the heat 
equation: 

�
ρCp
�

eff
∂T
∂t
þ
�
ρCp

�

w u!rT ¼ r
�
keffrT

�
(2)  

where the effective volumetric heat capacity (density, ρ, times specific 
heat, Cp) 
�
ρCp
�

eff ¼φ
�
ðρCPÞor;iSor þðρCPÞwSw

�
þ ð1 � φÞðρCPÞr (3)  

where φ is porosity and the subscripts or,i, w and r refer to residual oil, 
water and rock, respectively and i is rock type – sandstone or shale. 

keff,i is the effective thermal conductivity equal to ð1 � φÞkm;iþ φkw, 
in which i represents the sandstone target formation or the shales above 
and beneath it, km,i is the matrix thermal conductivity and kw is the 
thermal conductivity of water. The difference in thermal conductivity 
between water and oil is for simplicity ignored (as did Park and co- 
workers). Taking oil explicitly into account would have reduced the 
total thermal conductivity with only about 1% in the sandstone forma
tion with the parameters in Table 1 (in the shale formations, there is no 
oil). This has no significant bearing on our results. S is saturation. In a 
two-phase system, we have that 

Sw ¼ 1 � Sor (4) 

Parameter values are given in Table 1 and boundary conditions in 
Fig. 2. The injection temperature is illustrated in Fig. 3 (see Appendix A). 

The perhaps most important feature in that figure is that, due to the 
assumption of steady-state conditions when the injection starts, there is 
a smooth decrease in the temperature of the injection fluid as it enters 
the target formation. If we had used an abrupt temperature increase like 
for example Park et al. (1991) did, our simulations show that it would 
have been difficult to avoid using unrealistically high dispersivity values 
to stabilize the combined temperature and pH dependent hydrolysis rate 
numerical calculations. More important is that such a smooth temper
ature change seems more realistic. Pedersen (2018) demonstrates how 

Fig. 1. The SWCT model configuration. The permeable target formation is 
surrounded by impermeable rock. Symmetry makes it possible to solve the 
equations only for the box labeled COMPUTATIONAL DOMAIN. The wellbore is 
in blue. 

Fig. 2. Boundary conditions during injection (upper), shut-in and production 
(lower). Modified from Park (1989). 
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properly designed fluorescent nanoparticles co-injected with the pri
mary tracer can yield information on the real temperature history during 
a SWCT test. 

2.3. Chemical reactions and solute transport 

Ethyl acetate (C4H8O2Þ is the most common primary tracer used in 
SWCT tests. It hydrolyses to form the secondary tracer ethanol 
(C2H5OH) and acetic acid (CH3COOH): 

C4H8O2þH2O→C2H5OH þ CH3COOH (5) 

There are also two equilibrium reactions: 

CH3COOH ↔ Hþ þ CH3COO� (6) 

(in which CH3COO� is acetate) with the equilibrium constant Keq (for 
concentrations in mole l� 1 (i.e., M) – in the simulations we use the SI 
unit mole m� 3): 

Keq¼ 1:8 ⋅10� 5 (7)  

and 

H20 ↔ Hþ þ OH� (8) 

The water dissociation constant, KW, 

KW ¼ ½Hþ�½OH� � (9)  

depends on temperature (Fig. 4). 
The ethyl acetate concentration in the brine is 100 mol m� 3 (¼0.1 

M). Note that this is the ethyl acetate concentration when the ethyl 
acetate is at equilibrium between oil and brine. In the well, where there 
is no oil to partition to, the ethyl acetate concentration will be about 2.5 
times higher with the parameters in Table 1. Since we are looking at the 
‘no-buffer’ scenario, it is assumed that there is no calcium or carbonate 
species in the brine and the initial pH is therefore close to neutral (see 
also Ghosh (1994), his Simulation #4). 

The transport of ethyl acetate and other solutes in the target for
mation follows the equation: 

Table 1 
Symbols, values and descriptions.  

Symbol Value Description 

H 12 m Target formation height 
W 10 m Model width 
Z  Depth to formation 
R  Radial distance 
T  Time 
ti  Cf. Eq. 17 
Qinj 450 bls/d Injection rate 
Qprod 480 bls/d Production rate 
C  Concentration 
CI 100 mol/m3 Injection concentration (equilibrium) 
CR 0 mole m� 3 Reservoir concentration 
DF  10� 9 m2/s Diffusivity 
DDr  Radial dispersion 
DDz  Vertical dispersion 
T  Temperature 
TI See Fig. 2 Injection temperature 
TR 73 �C Reservoir temperature 
Tinj 1 d Injection period 
Tpush 1 d Push period 
Tshutin 6 d Shut in period 
Tprod 6 d Production period 
Φ 23% Target formation porosity 
φeff  Effective porosity 
Τ  Tortuosity 
K See text Ethyl acetate hydrolysis rate (1/d) 
ka  Acid catalysis constant 
kb  Base catalysis constant 
k* 10^(8.6–3469.1/T)1/d Rate (1/d) (Deans and Majoros, 1980) 
Sor 22% Residual oil saturation 
Sor*  Estimated Sor using Eq. 16 
Sor**  Estimated Sor using Eq. 18 
Sw  Water saturation 
SS 20 000 ppm Salinity 
U  Darcy velocity 
V  Interstitial velocity 
ðρCpÞeff   Effective volumetric heat capacity 
ðρCpÞor  1.67 106 J/m3/K Oil volumetric heat capacity 
ðρCpÞr;sandstone  2.20 106 J/m3/K Sandstone volumetric heat capacity 
ðρCpÞr;shale  2.36 106 J/m3/K Shale volumetric heat capacity 
ðρCpÞw  4.18 106 J/m3/K Water volumetric heat capacity 
keff  Effective thermal conductivity 
km;sandstone  3.0 W/m/K Sandstone matrix thermal conductivity 
km;shale  2.45 W/m/K Shale matrix thermal conductivity 
kw  0.6 W/m/K Water thermal conductivity 
kP  Adsorption isotherm 
K  Distribution constant 
A 0.021 K/m Geothermal gradient 
B 10 �C Earth’s surface temperature 
T0 10 �C Water surface temperature 
Cp,w 4180 J/K/kg Injected fluid specific heat 
r0 0.1 m Well radius 
А 1.1 10� 6 m2/s Thermal diffusivity of the Earth 
αr 10� 3 m2/s Radial dispersivity 
αz 0.5 α r Vertical dispersivity 
U  Fluid velocity in wellbore 
v*  Friction velocity 
K 10.1 r0 U (v*/U) Virtual diffusion coefficient  

Fig. 3. Injection temperature as function of time derived from the equations in 
Appendix A with the parameters in Table 1. 

Fig. 4. Water dissociation constant Kw as a function of temperature. Based on 
Bandura and Lvov (2006). 
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�
φeff þ ρbkP;i

� ∂Ci

∂t
þ u!rCi ¼r

��

DD;i þ
φeff

τi
DF;i

�

rCi

�

þ φeff Ri (10)  

here, φeff is the effective porosity equal to φð1 � SorÞ , ρb is the dry bulk 
density, kP;i is the adsorption isotherm, C is the concentration, DD;i is the 
dispersion, τi is the tortuosity, DF;i is the diffusivity, Ri is a reaction term 
and i refers to solute number i. For ethyl acetate R ¼ � kCethyl acetate, 
whereas for ethanol and acetic acid, R ¼ kCEthyl Acetate. The adsorption 
isotherm is 

kP¼
Sorφ K

ρrð1 � φÞ
(11)  

for ethyl acetate and zero for the other solutes. K is the distribution 
constant, ρr is rock density and the other terms have been defined 
earlier. We use the following expression for K (Deans and Majoros, 
1980): 

K¼
�

2:4þ
�

1:0þ
Ss

24; 000

�

ð0:018T � 5:197Þ
�

(12)  

where we have neglected K’s dependency on the tracer concentration 
because this effect is small (Deans and Majoros, 1980). Ss is salinity 
measured in ppm while temperature is measured in Kelvin. The 
boundary conditions for the solute transport calculations are given in 
Fig. 2. We assume that the initial concentration (neutral pH) of Hþ and 
OH� in the target formation follows the curve in Fig. 3. 

The overall reaction rate for the hydrolysis of ethyl acetate to 
ethanol, k, depends on ½Hþ� and ½OH� � (International Critical Tables, first 
edition, 1930): 

k¼ ka½Hþ� þ kb½OH� � (13)  

in which ka and kb are the acid and base catalysis constants, respectively. 
Fig. 5 illustrates k as a function of pH and temperature. 

We calculate the tortuosity from the Millington and Quirk (1961) 
formula τ ¼ φ� 1=3. For the porosity in Table 1, this yields 1.6. Disper
sion is calculated from the expressions (Bear, 1979): 

DDr ¼αr
ur

2

juj
(14)  

and 

DDz¼ðαr � αzÞ
uz

2

juj
(15)  

where αr and αz are the radial and vertical dispersivities, respectively. 
The set of equations above are solved using the commercial finite 

element PDE software COMSOL Multiphysics (2018). The mesh consists 
of triangular elements with higher resolution near the well since that is 
where most of the variations take place. Time stepping is performed by a 
second order implicit backward differentiation formula (BDF). It takes 
typically between five and 10 min to solve a model on a 64 bit computer 
with two processors and 128 GB RAM memory. 

The most important difference between our model and the models 
published by Khaledialidusti and Kleppe (2018) is probably that we 
have a realistic 3D description of the temperature changes during a 
SWCT test whereas their models are isothermal. That the assumption of 
constant temperature during a SWCT test is almost universally used in 
the literature on SWCT tests does not make it any more realistic. Because 
temperature governs the hydrolysis rate of ethyl acetate and other es
ters, induced pH changes and distribution constants, a sound model of 
temperature changes during a SWCT test is of the utmost importance. 
The important ‘handicap’ (horizontal separation between the ethyl ac
etate and ethanol tracer curves when production commences) identified 
already by Park and co-workers around 1990 cannot be studied in 
isothermal models. Furthermore, our model has a radial velocity field 
representative for (most) SWCT tests while Khaledialidusti and Kleppe 
(2018) use a 1D transport equation. We take into account diffusivity and 
dispersion. These effects are ignored by Khaledialidusti and Kleppe 
(2018). 

2.4. Test and formation data 

We define a generic or representative SWCT test and rock data set 
(Table 1) based on Park (1989) as well as Table 5-1 in Deans and 
Majoros (1980). Their table contains data from 59 SWCT tests mostly in 
sandstones although a few limestone cases are included as well. Since we 
use ethyl acetate as primary tracer in our calculations, the initial 
reservoir temperature was based on the ethyl acetate SWCT tests only, i. 
e., we exclude those SWCT tests in which the reservoir temperature is 
too low for sufficient hydrolysis of ethyl acetate during the test. 

2.5. Sor estimates 

Sor is estimated from the synthetic tracer concentration curves using 
two methods. The first is the direct application of Cook (1971) chro
matography formula: 

S*
or ¼

tEtyl Acetate � tEthanol

tEtyl Acetate þ tEthanolðK � 1Þ
(16)  

in which t is the time when the concentrations of ethyl acetate or ethanol 
are at their maximum and K is again the distribution constant. 

One of the assumptions in Eq. (16) is that dispersion of the tracers is 
negligible. In a real SWCT test, there will be dispersion. Deans and 
Majoros (1980) suggested to use the ratio between the first and zero 
statistical moments (i.e., the mean residence time) defined as 

ti ¼

R∞
0 t Cidt
R∞

o Cidt
(17)  

to account for dispersion in SWCT tests; i stands for ethyl acetate or 
ethanol. The estimated value of Sor obtained by inserting the times from 
Eq. (17) into Eq. (16), i.e., 

S**
or ¼

tEtyl Acetate � tEthanol

tEtyl Acetate þ tEthanolðK � 1Þ
(18)  

is referred to as the Residence Time Distribution (RTD) estimate. 
Dispersion will broaden the ethyl acetate as well as ethanol tracer 
concentration curves as they move towards the producer and the peaks 
in the curves will no longer be representative for the average times the 

Fig. 5. Hydrolysis rate of ethyl acetate as function of pH and temperature in �C. 
Based on International Critical Tables (1930). 
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tracers have spent from the production commences until they reach the 
producer. Eq. (18) may yield as better Sor estimate in such a situation 
provided a number of assumptions are fulfilled including no chemical 
reactions (e.g., Asakawa, 2005). Shook et al. (2009) demonstrate the 
potential of using residence time distributions and not only the residence 
time mean in estimates of flow geometries, swept volumes and residual 
(as well as remaining) oil saturation in inter well tracer tests in synthetic 
reservoirs with variable porosity and permeability. Their models, how
ever, do not include temperature or pH changes and their effects on the 
Sor estimates. As we now will show, in SWCT tests with realistic tem
perature histories, pH changes and variable distributions constants in 
addition to tracer dispersion, Sor* sometimes yields better estimates than 
Sor** and sometimes the opposite is true.[2–6] In both Eqs. (16) and 
(18), we use the distribution constant for the reservoir temperature TR. 
This is a common assumption and is actually the only temperature value 
available without performing temperature calculations (see also 
Discussion). 

3. Results 

Fig. 6 illustrates simulation results using the test and formation data 
in Table 1. 

Fig. 6A demonstrates that the ethyl acetate moves with a velocity of 
about 1.5 m per day. Assuming that the sandstone grains have a diam
eter of 200 μm and that ethyl acetate has a chemical diffusion constant 
equal to 10� 9 m2s� 1, we arrive at an average Peclet number of about 4. 

Close to the well, the Peclet number will be higher and more distantly 
lower. From Fig. 7.4 in Bear (1979), we adopt a value of 10� 3 for αr and 
0.5 αr for αz in Eq. (14) and15, respectively. We see that there is a 
temperature gradient across the ethyl acetate primary tracer bank and 
that the ethanol secondary tracer is displaced away from the wellbore, i. 
e., the ‘handicap’ discussed by for example Park (1989). This will reduce 
Sor if estimated by either Eq. (16) or 18 since they are based on the 
assumption that there is no lateral displacement between the primary 
and secondary tracer when production starts (e.g., Deans and Majoros, 
1980). Fig. 6B depicts pH. Its minimum value is close to the theoretical 
minimum (~2.7) when all the ethyl acetate has been converted to 
ethanol and acetic acid. It follows from Fig. 5 that the ethyl acetate 
hydrolysis rate is slightly higher than for the initial pH of about 6.5. The 
large reduction in hydrolysis rate for pH around 5–6 during shut-in, and 
the consequences thereof, as discussed by Wellington and Richardson 
(1994a) is thus not observed in our simulation results. The reason is that 
we assume that there is no buffer capacity neither the in injected fluid 
nor in the oil bearing formation. These results agree with those reported 
by Ghosh (1994; his simulation #4). The pH curve in Fig. 6B is also 
consistent with pH results presented in Khaledialidusti and Kleppe 
(2018) (their Fig. 12B), although their minimum pH is about 3.4 while 
ours is slightly less than 3. This is as expected as they model ‘a general 
sandstone’ with some brine buffer capacity whereas we model a ‘no 
buffer’ case. In Fig. 6C, we note that the ethyl acetate hydrolysis rate 
varies by one order of magnitude across the primary tracer bank and that 
its maximum is approximately 15 times higher than the much used rate 

Fig. 6. A–C: Results at the end of the shut-in phase (9.3 days) as functions of distance from the center of the wellbore. (A). Solid line: ethyl acetate concentration. 
Dashed line: ethanol concentration. Dotted line: temperature. (B) pH. (C) Solid line: hydrolysis reaction rate k. Dashed line: the widely used hydrolysis reaction rate 
k* (e.g., Deans and Majoros (1980). (D) Tracer production curves starting at 9.3 days. Sor is the true residual oil saturation whereas Sor* and Sor** are the estimated 
values using Eq. (16) and Eq. (18), respectively. Since both the ethyl acetate and ethanol curves are quite symmetrical, applying Eq. (18) instead of Eq. (16) has no 
appreciable effect. 
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presented by Deans and Majoros (1980). Since the formation and test 
data used in the calculations are averages from a rather large number of 
various SWCT tests, we would argue that the common assumption of a 
constant hydrolysis rate used in most SWCT test models (e.g., Deans and 
Majoros, 1980; Jerauld et al., 2010; Jin et al., 2015) is an over
simplification. It is, however, beyond the scope of this study to evaluate 
the Sor estimate errors this might cause. Finally, Fig. 6D shows synthetic 
tracer curves, i.e., the primary and secondary concentrations at the 
production outlet (Fig. 2). Applying Eq. (16), probably the most widely 
used method to estimate Sor, we find that S*

or is about 19%, i.e., three 
percent lower than the true Sor value of 22% (Table 1). RTD (Eq. (18)) 
yields the same estimate. We repeated the calculations with ethyl ace
tate (equilibrium) injection concentrations equal to 40 and 20 mol m� 3. 
Although the tracer curves do differ (not shown), the Sor estimates 
changed by no more than 1%. This indicates that perhaps the use of 
more realistic SWCT simulators could reduce the volume of primary 
tracers required for a successful test and thus minimize its environ
mental impact as well as any changes in Sor caused by the SWCT test 
itself (e.g., Gadgil, 1979). 

It is essential to investigate the sensitivity of Sor estimates to varia
tions in test and formation data. Fig. 7A and B illustrates how the esti
mated value varies as a function of reservoir temperature. 

We see that the error (i.e., the difference between the estimated value 
and the true value of 22%) decreases with higher reservoir temperature. 
In Fig. 7B we note that the ethanol concentration is higher than the 
initial ethyl acetate concentration of 100 mol m� 3. This is because ‘new’ 
ethyl acetate is released from the oil into the brine during hydrolysis in 

order to keep K constant (Eq. (12)). In Fig. 7C, we see that the error in 
the estimated Sor value increases when the injection rate is doubled 
whereas Fig. 7D shows that the error is reduced when the injection rate 
is reduced by 50%. We note from Fig. 7 (as well as from Figs. 8 and 9 
below) that in some cases Eq. (16) yields the best estimate of Sor, 
whereas in other cases Eq. (18) gives the best result. 

Fig. 8 depicts the variations in estimated Sor values as a response to 
variations in shut-in time as well as in the true Sor value itself. 

When the shut-in is reduced to three days (Fig. 8A), Eq. (16) un
derestimates Sor by 5% whereas Eq. (18) underestimates Sor by 6%. 

Fig. 8B illustrates that when the shut-in is increased to 9 days. Eq. 
(16) yields a 4% too low estimate of Sor whereas Eq. (18) yields a 3% too 
low estimate. When the true Sor value is 11% (Fig. 8C), Eq. (16) yields an 
Sor estimate of only 6%. Such a large discrepancy may mislead oil 
companies to make the wrong economic decisions. However, estimating 
Sor with Eq. (18) gives 9%, i.e., an error equal to ‘only’ 2%. In the case 
that the true Sor is 33%, we note that Eq. (18) results in a slightly larger 
error than Eq. (16). 

The results presented so far are for the ‘full’ mode, i.e., the model 
that takes into account both temperature variations and pH effects 
caused by the production of acetic acid during hydrolysis of ethyl ace
tate. Fig. 9A again illustrates synthetic production curves for the stan
dard case (identical to Fig. 6D.) 

Fig. 9B, however, shows the production curves for a model in which 
only the hydrolysis rate changes caused by pH variations are considered. 
Since in this scenario one of the complications (the temperature effects) 
is ignored, the estimated Sor values of 21 and 20% are closer to the true 

Fig. 7. Sensitivity of the tracer production curves to reservoir temperature and injection/concentration rates. Ethyl acetate: solid line - ethanol: dashed line. (A) 
Reservoir temperature is 63 �C. (B) Reservoir temperature is 83�. (C) Injection and production rates are twice as high as in Table 1 (D) Injection and production rates 
are 50% of those in Table 1. 
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value of 22%. There are two potential reasons why there still is a small 
error. Firstly, although there is no temperature gradient across the tracer 
bank, there is nevertheless a small ‘handicap’ between the primary and 
secondary tracer concentrations when production commences (not 
shown). This is because some hydrolysis does take place during the in
jection phase and the produced ethanol moves faster away from the 
wellbore than the primary (partitioning) tracer does. Secondly, Eq. (18) 
may not compensate 100% for the dispersion effect. We made no efforts 
to evaluate the relative importance of these two explanations since 
anyway the error must be considered small. The synthetic production 
curves when the temperature variations are included but not the pH 
effects on the hydrolysis rate are illustrated in Fig. 9C. The estimated 
value of Sor using Eq. (16) is (20%) is close to the true value (22%); 
however, Eq. (18) is this case seriously underestimates Sor yielding a 
value of only 13%, i.e., 9% below the true value. Finally, we see in 
Fig. 9D the production curves from a model where neither temperature 
nor pH effects are accounted for. The Sor estimate obtained with Eq. (16) 
(21%) is excellent whereas Eq. (18) gives only 15%. We note that the 
fractions of ethanol generated in Fig. 9C and D are small. Moreover, the 
ethanol curves are more skewed (more distorted to the right) than the 
ethyl acetate curves. Applying Eq. (18) will thus decrease the corrected 
differences between the two curves and this will reduce the estimated Sor 
value. 

We note from Figs. 7–9 that Eqs. (16) and (18) always underestimate 
the true value of 22% Sor. Eq. (18) is thus unable to compensate for the 
‘handicap’ (i.e., the horizontal separation between the ethyl acetate and 
ethanol tracer curves when production commences) (cf. Fig. 6A) in the 
scenarios that we have investigated. More work is needed to better 
understand why in some cases Eq. (16) yields the best result and in 

others Eq. (18) does so. 

4. Discussion 

In this paper, we have injected brine with the primary tracer directly 
into the formation rock (Fig. 2) and also calculated the production 
curves at the same location. This appears to be an almost universally 
accepted simplification. However, in a real SWCT test, injection is per
formed via a wellbore from the surface down to the oil bearing target 
formation. During production the flow takes place in the opposite di
rection. The question is then what consequences this simplification has. 
To study this problem, we have numerically solved the one dimensional 
diffusion and transport equation with the diffusivity defined by a for
mula derived by Taylor (1954) (cf., Appendix B) for turbulent flow (The 
Reynolds number is about 5600 with the parameters in Table 1). 
Fig. 10A illustrates the ethyl acetate concentration curves at the surface 
and at 3000 m depth where the target formation is located. 

We note that there is only an insignificant difference (in shape – for 
simplicity we haven’t taken the concentration difference caused by 
partitioning into account because this simply amounts to multiplying the 
values with about 2.5). Consequently, starting the injection calculations 
at the wellbore/target formation interface does seem warranted in our 
case. There may, of course, be other SWCT tests where this is not true. 
Fig. 10B and C depict the ethyl acetate and ethanol concentrations at the 
interface (Fig. 2) as well as at the top of the wellbore. Again, there is only 
an insignificant difference between the curves. Calculating Sor at the 
interface between the wellbore and the oil bearing formation (Fig. 2), or 
at the top of the wellbore as in a real SWCT test yields virtually the same 
value. 

Fig. 8. Sensitivity of the tracer production curves to duration of shut-in and true Sor. Ethyl acetate: solid line - ethanol: dashed line. (A) Shut-in lasts 3 days. (B) Shut- 
in lasts 9 days. (C) Sor ¼ 11%. (D) Sor ¼ 33%. 
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We do not observe the same detrimental consequences neglecting pH 
dependent hydrolysis rate has on Sor estimates as Wellington and 
Richardson (1994a) did in their study. This is probably due to the much 
larger pH decrease due to formation of acetic acid we find than 
Wellington and Richardson (1994a) did (pH falls to 6–6.5 during 
shut-in). For pH in the 6–6.5 range, the acetate ester hydrolysis rate is 
close to its minimum (Fig. 5). The volume of ethanol generated during 
shut-in is thus reduced relative to the volume produced during transit 
(injection, push and production). When transit (injection, pause and 
production) generated ethanol dominates over ethanol produced during 
shut-in, a SWCT test becomes insensitive to Sor (Deans and Majoros, 
1980; Wellington and Richardson (1994a)). Because pH is our study gets 
much lower during shut-in, the hydrolysis rate is much higher (Fig. 5) 
and the sensitivity is better. 

Unfortunately, it is not common to measure, or at least to publish, pH 
measurements from SWCT tests. There are, however, some papers where 
pH variations during the production phase are reported. Causin et al. 
(1990) present pH data from the well head in two SWCT tests. In the 
Chuelles field in France, pH was found to vary between 6.8 and 7.4, 
whereas the test in the Cortemaggiore field in Italy showed pH varia
tions between 4.3 and 5.3. It is important to note that because of possible 
corrosion reactions in the wellbore (Wellington and Richardson, 1994a), 
pH might have been lower where the fluid leaves the target formation, i. 
e., where we present our calculated pH values. In a carbonate-cemented 
California turbidite SWCT test, Wellington and Richardson (1994a) 
observed a very high pH around 11 in the first returns – thereafter the pH 
dropped to between 6 and 7. It would be useful if more pH measure
ments were published from SWCT tests. Such measurements could 

provide an additional constraint on Sor at a moderate cost. 
The efficiency of an EOR campaign may be assessed by comparing 

the Sor estimates before and after using two SWCT tests (e.g. Jin et al., 
2015). Since the first SWCT test as well as the EOR operations them
selves will disturb the temperature as well as chemistry in the target 
formation, it may be that the errors caused by ignoring temperature 
gradient and pH effects are different for the pre- and post EOR SWCT 
tests. The efficiency of an EOR operation might therefore to some extent 
be an artifact. We note that the first SWCT test may itself reduce Sor (e.g. 
Gadgil, 1979), and if this factor is not taken into account, one may 
misinterpret the effectiveness of an EOR campaign. 

Khaledialidusti and Kleppe (2017) propose a design methodology for 
SWCT tests that combine analytical and numerical methods in the quest 
for designs that minimize deviations from an ‘ideal’ test case, thus 
reducing the need for taking into account pH changes etc. We agree with 
Khaledialidusti and Kleppe (2017) in that such designs may provide 
interesting and useful insights into SWCT tests, their planning and 
analysis. However, it seems much simpler, more straightforward and 
economical to combine a model like the one presented in this paper with 
inversion methods (see also Huseby et al. (2016)) to obtain reliable Sor 
estimates. In particular, it is very difficult to understand how an 
isothermal SWCT test can possibly be realized. This would seem to 
require almost infinitely low injection and production rates in order not 
to disturb the temperature in the rocks surrounding the wellbore. The 
cost of such a hypothetical test would be astronomical and no useful 
results would probably be obtained since all the ethyl acetate would 
have been hydrolyzed and diffusion would have spread the ethanol 
evenly. Perhaps combining a design approach ala Khaledialidusti and 

Fig. 9. Tracer concentration curves during the production phase for various model types. Ethyl acetate: solid line - ethanol: dashed line.(A) Full model, i.e., tem
perature as well as pH varies. (B) Isothermal model, i.e., only pH varies. (C) Temperature varies and pH is constant except for the variation in Kw (Fig. 4). (D) Neither 
pH nor temperature varies. 
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Kleppe (2017) with numerical software simulating a SWCT test with 
realistic temperature, pH changes etc. as in this paper is the best way 
forward towards improved Sor estimates. 

5. Conclusions 

We present the first ever model to combine realistic temperature 
calculations with pH dependent ethyl acetate hydrolysis rate during a 
SWCT test. 

Our study exemplifies the useful insight that can be gained by per
forming numerical modeling of a SWCT test and analyzing synthetic 
tracer production curves. We have performed a large number of simu
lations to investigate how Sor estimates vary with different model as
sumptions and input data. In all simulations, both Cook (1971) formula 
and the mean residence time method underestimate Sor, typically by 
2–4% - in some cases significantly more. In some cases Cook’s formula 
yields the best result, in other cases the mean residence time is closest to 
the true Sor value. 

We use a simple analytical model to calculate how the temperature of 
the injected brine changes smoothly with time. This yields in our 
opinion a more realistic temperature description than the discontinuous 
boundary condition applied by Park et al. (1991) and others. 

Finally, we have demonstrated that dispersion in the wellbore during 
injection and production has a negligible impact on the tracer curves 
and thus Sor estimates with the test and formation data used in this 
study. This might not be the case with other input data, though. 
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Appendix A 

We assume that the system initially is at thermal equilibrium. For this case, Ramey (1962) derived an approximate expression for the brine 
temperature in the wellbore, T, as a function of depth, z, and time, t: 

Fig. 10. Effect of dispersion in the wellbore on the tracer production curves calculated as discussed in Appendix B. The concentration change due the difference in oil 
saturation between wellbore (0%) and target formation (22%) is not taken into account since this doesn’t alter the shape of the curves. (A) Ethyl acetate injection 
pulse at top and bottom of the wellbore. (B) Corresponding ethyl acetate production curves. (C) Corresponding ethanol production curves. 
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Tðz; tÞ¼ azþ b � aAþ ðT0þ aA � bÞexp
�
�

z
A

�

where z is depth, a is the geothermal gradient of the Earth, b is the surface geothermal temperature, and T0 is the surface temperature of the injected 
brine. For water injection down casing, 

A¼
WCp;wf ðtÞ

2πk  

in which W is the injection rate measured in kg s� 1, Cp,w is the specific heat of the injected fluid and k is the thermal conductivity of the Earth. More 
complex expressions exist for other wellbore configurations. The function f is depicted in Ramey (1962) (his Fig. 1 – ‘cylindrical source’). Fig. 3 il
lustrates the brine temperature as a function of time with the parameters in Table 1. It takes the tracer slug about 1.3 days to reach the target formation 
at 3 km depth. Then the tracer injection period commences. The temperature depicted in Fig. 3 is used as the injection temperature TI (cf. Fig. 2) in the 
simulations with the parameters in Table 1. 

Appendix B 

Taylor (1954) developed approximate solutions for the dispersion in pipes with smooth walls (as well as other configurations). For the turbulent 
case, he defined a virtual diffusion coefficient, δ, equal to: 

δ¼ 10:1r0U
�v*

U

�

where U is the average velocity of the fluid, v* is the ‘friction velocity’ and r0 is the radius of the wellbore. The concentration curves can then be 
calculated by solving the one dimensional diffusion equation with δ. 

Appendix C 

https://doi.org/10.1016/j.petrol.2020.107652 
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